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ON NECESSARY CONDITIONS IN THE GENERALIZED BOLZA PROBLEM
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ABSTRACT. The paper is devoted to proving necessary optimality conditions for weak/intermediate/strong minimum of generalized Bolza problem.

1. Introduction. We shall consider the problem of minimizing the functional

\[ J(x(\cdot)) = \ell(x(0), x(T)) + \varphi(x(\cdot)) + \int_0^T L(t, x(t), \dot{x}(t))dt \]

on the space \( W^{1,1} \) of absolutely continuous \( \mathbb{R}^n \)-valued functions \( x(\cdot) \) on \([0, T]\). Here

- \( \ell \) is a (possibly extended real valued) function on \( \mathbb{R}^n \times \mathbb{R}^n \) which we shall assume lower semicontinuous;
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• $\varphi$ is a locally Lipschitz function on the space of continuous mappings from $[0, T]$ into $\mathbb{R}^n$ and

• $L$ is (in general also extended real valued) integrand whose properties will be specified in the statements of the results to be proved.

The problem was first considered by Rockafellar in 1971 [18] with both $\ell$ and $L(t, \cdot)$ convex. The middle term $\varphi(\cdot)$ was absent in [18] and actually in all publications up to [12]. Since the very beginning the connection between the generalized Bolza problem and problems of optimal control was well recognized. In the original works of Rockafellar [18] and Clarke [1, 2] and in the subsequent publications the study of necessary optimality conditions in the Bolza problem were all based on applications of suitable results for optimal control problems (or occasionally to even more general constrained optimization problems). But in [12] it was shown that, vice versa, the knowledge of necessary conditions in the generalized Bolza problem, even with $\ell$ satisfying the Lipschitz condition near the solution, can be effectively used to get necessary conditions in a very general class of optimal control problems. In particular, the $\varphi$ term was introduced in [12] to make it possible to apply Bolza problems to analysis of optimal control problems with state constraints. We plan to return later to this connection, but here we shall be dealing exclusively with the Bolza problem with almost no mention of optimal control.

In what follows we shall fix some $\overline{x}(\cdot) \in W^{1,1}$ which will be assumed a local minimum of $J$ in one or another sense. Namely, we shall consider necessary conditions for three types of a minimum of $J$: first the weak minimum with respect to the $W^{1,\infty}$-topology, then the “intermediate” minimum with respect to the $W^{1,1}$-topology and, finally, the strong minimum with respect to the topology of uniform convergence of $x(\cdot)$.

The necessary condition for the weak minimum (obviously necessary for the other two types of minimum) consists of two parts: an adjoint inclusion associated with the two last terms of $J$ and transversality condition associated with $\ell$. The adjoint inclusion that appears in necessary conditions for the first two types of minimum is usually called the inclusion in the Euler–Lagrange form. The necessary condition for the $W^{1,1}$-minimum contains in addition a Weierstrass-type result which, unlike the classical Weierstrass condition, is valid only with values of the third variable having certain additional properties.

If $L$ is convex with respect to the last argument, the Euler-Lagrange inclusion implies a Hamiltonian condition stated in terms of the Hamiltonian
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Let \( H(t, x, p) \) which is the Young-Fenchel conjugate of \( L(t, x, \cdot) \):

\[
H(t, x, p) = \sup_y (\langle p, y \rangle - L(t, x, y)).
\]

But under certain additional assumptions the Hamiltonian condition, as a necessary condition for a strong minimum, can be also proved when \( L(t, x, \cdot) \) is not convex, using relaxation of the original problem (replacement of \( L \) by its convexification with respect to the last argument). It should be said that the Hamiltonian condition appears in this case too as a consequence of the condition in the Euler-Lagrange form so that the latter can be viewed as the main result.

The plan of the paper is the following. The next section contains the statements of the main results and comments (with sufficient details) concerning interrelations of our theorems with earlier results. In the third section we have collected all necessary technical material basically associated with (a) the theory of subdifferentials and (b) relaxation. The role of relaxation has been just explained and the theory of subdifferential is the key element of any analysis of minima. In the fourth section we prove the theorem containing necessary conditions for the \( W^{1,1} \)-minimum, and in the last fifth section we prove all other theorems stated in the next section.

**Notation:**

- \( p \in [1, \infty] \), \( \| \cdot \|_p \) is the norm in \( L^p \), \( \| \cdot \|_{1,p} \) is the norm in \( W^{1,p} \);
- \( \langle \cdot, \cdot \rangle \) stands for the inner product in \( \mathbb{R}^n \);
- \( B(x, r) \) is the ball of radius \( r \) around \( x \);
- \( \partial \) stands for the convex or limiting subdifferential in \( \mathbb{R}^n \);
- \( \partial_G \) is the \( G \)-subdifferential in Banach spaces;
- \( \partial_c \) is Clarke’s generalized gradient;
- \( \text{conv} \) stands for “convex hull”;
- \( \alpha^+ \) and \( \alpha^- \) stand respectively for \( \max\{0, \alpha\} \) and \( \max\{0, -\alpha\} \);
- \( L \otimes \mathcal{B}(R^k) \) is the \( \sigma \)-algebra generated by products of Lebesgue measurable subsets of \([0, T]\) and Borel subsets of \( \mathbb{R}^k \).

**2. Statements of main results.** Let an \( \varphi(\cdot) \in W^{1,1} \) be given such that \( J(\varphi(\cdot)) < \infty \). Here are the main assumptions on the components of \( J \):

\((H_1)\) \( \ell \) is a lower semicontinuous (possibly extended real valued) function on \( \mathbb{R}^n \times \mathbb{R}^n \) finite at \( (\varphi(0), \varphi(T)) \);
(H$_2$) \( \varphi \) is Lipschitz continuous in a neighborhood of \( \bar{\varphi}(\cdot) \) in the topology of uniform convergence;

(H$_3$) \( L(t,x,u) \) is a \( \mathcal{L} \otimes \mathcal{B}(\mathbb{R}^{2n}) \)-measurable function on \([0,T] \times \mathbb{R}^n \times \mathbb{R}^n\) with values in \((-\infty,\infty]\) which is lower semicontinuous as a function of the last two arguments for almost every \( t \);

(H$_4$) There are positive-valued measurable \( \varepsilon_0(t) \) and \( \gamma_0(t) \) such that the set \( A(t,x) = (\text{dom} \, L(t,x,\cdot)) \cap B(\bar{\varphi}(t),\gamma_0(t)) \) does not actually depend on \( x \) on \( B(\bar{\varphi}(t),\varepsilon_0(t)) \) (so we can denote in just \( A(t) \)), and \( A(t) = B(\bar{\varphi}(t),\gamma_0(t)) \)

if \( \ell \) is not Lipschitz in any neighborhood of \((\bar{\varphi}(0),\bar{\varphi}(T))\).

(H$_5$) There is a summable positive-valued \( k_0(t) \) such that the function

\[
\sup\{|L(t,\bar{\varphi}(t),y)| : y \in A(t)\}
\]

is summable and for almost every \( t \) and the function \( L(t,\cdot,y) \) is \( k_0(t) \)-Lipschitz on \( B(\bar{\varphi}(t),\varepsilon_0(t)) \) for any \( y \in A(t) \)

The first and the third assumptions are more or less standard for most of publications relating to the generalized Bolza problem.

Before stating the theorems, let us agree to say that the problem is singular at \( \bar{\varphi}(\cdot) \) if there is a nonzero \( b \in \mathbb{R}^n \) such that \( (0,b,-b) \) belongs to the normal cone to the graph of \( \ell \) at \( (\ell(\bar{\varphi}(0),\bar{\varphi}(T)),\bar{\varphi}(0),\bar{\varphi}(T)) \) and for almost every \( t \) the vector \( (0,0,b) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \) belongs to the limiting normal cone to the graph of the function \( L(t,\cdot,\cdot) \) at \( (L(t,\bar{\varphi}(t),\bar{\varphi}(t)),\bar{\varphi}(t),\bar{\varphi}(t)) \). It is clear from the definition that singularity is rather a rare phenomenon. In particular, the problem is not singular if \( \ell \) is Lipschitz near \((\bar{\varphi}(0),\bar{\varphi}(T))\).

We start with necessary conditions for a weak minimum. In the statements of all four theorems below \( \partial \) stands for the limiting subdifferential for functions on \( \mathbb{R}^n \) (see the next section for the definition).

**Theorem 2.1.** Assume (H$_1$)–(H$_5$). Let \( \bar{\varphi}(\cdot) \) be a local minimum of \( J \) in the \( W^{1,\infty} \)-topology. If the problem is not singular at \( \bar{\varphi}(\cdot) \), then there are a Radon measure \( \nu \), a measurable \( q(t) \) and a function \( p(t) \) of bounded variation, all three with values in \( \mathbb{R}^n \), such that \( \nu \in \partial_G \varphi(\bar{\varphi}(\cdot)) \) and the relations

\[
q(t) \in \text{conv}\{q : (q,p(t)) \in \partial L(t,\cdot,\cdot)(\bar{\varphi}(t),\dot{\bar{\varphi}}(t))\}, \quad \text{a.e.} ;
\]

\[
p(t) = -\int_t^T \nu(d\tau) - \int_t^T q(\tau)d\tau ;
\]

hold along with the transversality condition

\[
(p(0),-p(T)-\nu(\{T\})) \in \partial \ell(\bar{\varphi}(0),\bar{\varphi}(T)).
\]
We need one more assumption to state the theorem containing necessary conditions for $W^{1,1}$-minima.

(H$_6$) There is a set valued mapping $Q(t)$ from $[0,T]$ into $\mathbb{R}^n$, whose graph belongs to $\mathcal{L} \otimes \mathcal{B}(\mathbb{R}^n)$, such that $\dot{x}(t) \in Q(t)$ a.e. and for any $u \in Q(t)$ it is possible to find some $\varepsilon > 0$ (depending on $u$ and $t$) such that $L(t, \cdot, u)$ is continuous on $B(\overline{x}(t), \varepsilon)$.

The last assumption implies in particular that $Q(t)$ is a subset of the domain of $L(t, \overline{x}(t), \cdot)$ for almost every $t$.

**Theorem 2.2.** Assume in addition to (H$_1$)–(H$_6$) that there is an $\varepsilon_0 > 0$ such that $\varepsilon_0(t) \geq \varepsilon_0$ almost everywhere. Let $\overline{x}(\cdot)$ be a local minimum of $J$ in the $W^{1,1}$-topology. If the problem is not singular at $\overline{x}(\cdot)$, then there are a Radon measure $\nu$, a measurable $q(t)$ and a function $p(t)$ of bounded variation such that the relations (1)–(3) hold along with the Weierstrass condition

$$L(t, \overline{x}(t), u) - L(t, \overline{x}(t), \dot{x}(t)) - \langle p(t), u - \dot{x}(t) \rangle dt \geq 0, \quad \forall u \in Q(t), \quad \text{a.e.}$$

The relations (1) and (2) form what is usually called the Euler–Lagrange adjoint inclusion. In particular, if $\varphi$ is absent in $J$ (or equivalently, is identical zero), then $\nu = 0$, $p(\cdot)$ is absolutely continuous and the adjoint inclusion assumes the form

$$\dot{p}(t) \in \text{conv}\{q : (-q, \dot{x}(t)) \in \partial H(t, \cdot, \cdot)(\overline{x}(t), p(t))\}.$$  

The inclusion reduces to the standard Euler equation if $L$ satisfies the classical differentiability assumptions.

The next two theorems describe situations when a necessary condition can be stated in the Hamiltonian form.

**Theorem 2.3.** Assume in addition to the assumptions of Theorem 2.1 that $L(t, x, \cdot)$ is convex for all $t$ and $x$. Then the conclusion of Theorem 2.1 holds with (1) replaced by

$$q(t) \in \text{conv}\{q : (-q, \overline{x}(t)) \in \partial H(t, \cdot, \cdot)(\overline{x}(t), p(t))\}, \quad \text{a.e.}$$

Things are more complicated when $L(t, x, \cdot)$ is not convex. To state the corresponding result we shall assume that $L$ is finite-valued, so that (H$_4$) is automatically satisfied. Let $\hat{L}$ be the convexification of $L$ with respect to the last argument:

$$\hat{L}(t, x, y) = \inf \left\{ \sum_{i=1}^{n+1} \alpha_i L(t, x, y_i) : \alpha_i \geq 0, \sum \alpha_i = 1, \sum \alpha_i y_i = y \right\},$$
and let $\hat{L}_N(t, x, y)$ stand for the same infimum but under an additional condition $\|y_i - \bar{\pi}(t)\| \leq N, i = 1, \ldots, n + 1$. Furthermore, given some $\delta > 0$ and $\gamma > 0$, set

$$N_{\delta, \gamma}(t) = \inf \{N : \hat{L}_N(t, x, y) = \hat{L}(t, x, y) \quad \text{if} \quad \|x - \bar{\pi}(t)\| < \delta, \|y - \hat{\pi}(t)\| < \gamma\}.$$  

Note that the definition does not exclude the possibility that $N_{\delta, \gamma}(t) = \infty$ (as inf $\emptyset = \infty$ according to the standard convention). Let further

$$K_{\delta}(N, t) = \inf \{k : |L(t, x, y) - L(t, x', y)| \leq k \|x - x'\| \quad \text{if} \quad x, x' \in B(\bar{\pi}(t), \delta), y \in B(\hat{\pi}(t), N)\}.$$  

Here again, we do allow $N$ to be equal to $+\infty$. Clearly

$$K_{\delta}(N, t) = \sup \left\{\frac{|L(t, x, y) - L(t, x', y)|}{\|x - x'\|} : x, x' \in B(\bar{\pi}(t), \delta), y \in B(\hat{\pi}(t), N), x \neq x'\right\}.$$  

Our additional assumption is the following:

- (H$_7$) There are some $\delta > 0$ and a positive-valued measurable function $\gamma(t)$ such that the function $t \to K_{\delta}(N_{\delta, \gamma}(t), t)$ is summable.

We observe that (H$_7$) implies (H$_6$) with $Q(t) = B(\bar{\pi}(t), \gamma(t))$ and (H$_5$) with $\varepsilon_0(t) \equiv \delta, \gamma_0(t) = \gamma(t)$ and $k_0(t) = K_{\delta}(N_{\delta, \gamma}(t), t)$.

**Theorem 2.4.** Let (H$_1$)–(H$_3$) be satisfied along with (H$_7$). If under these assumptions, $\bar{\pi}(\cdot)$ is a strong local minimum of $J$ and the problem is not singular at $\bar{\pi}(\cdot)$, then there are a measure $\nu \in \partial \varphi(\bar{\pi}(\cdot))$, a function $p(t)$ of bounded variation and a summable $q(t)$, all three $\mathbb{R}^n$-valued and defined on $[0, T]$, such that the relations (2), (3) and (6) are satisfied with these $\nu$, $p(\cdot)$ and $q(\cdot)$.

The key result is Theorem 2.2. We shall see that the proof of the first theorem is actually a simplification of the proof of Theorem 2.2 that works under somewhat weaker assumptions, and the last two theorems are consequences of the two first. That is why we prove the second theorem first.

We refer to e.g. [2, 14, 12, 8, 13, 15, 16, 17, 20] for earlier results concerning the Euler-Lagrange inclusions for the generalized Bolza problem. Originally it was stated in a less precise form:

$$\dot{p}(t), p(t)) \in \partial_c L(t, \cdot, \cdot)(\bar{\pi}(t), \hat{\pi}(t)),$$
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Theorem 2.2 improves the main result of [12] in several respects in addition to what is connected with the presence of a non-Lipschitz off-integral term in the functional. First of all this concerns characterization of possible values of the third variable \( u \) for which the Weierstrass inequality may hold (which was perhaps the main contribution of [12] to our knowledge of necessary conditions for Bolza problems). Specifically, it was proved in [12] that the Weierstrass condition holds for elements of a set \( D(t) \) such that for some \( \varepsilon > 0 \), the same for all \( t \) and \( u \in D(t) \), the function \( L(t, \cdot, u) \) is continuous on \( B(\bar{x}(t), \varepsilon) \). Here we show that the same result can be proved under the assumption that \( \varepsilon \) may depend on \( t \) and \( u \) no matter how.

The results of other mentioned publications, sometimes even in a stronger form, follow from Theorems 2.1 and 2.2 one way or another. (The only exception is the main theorem of [17]. We shall explain below that the part of this theorem relating to the non-degenerate case follows from Theorem 2.1.) Verification is sufficiently simple for most of them. But in certain cases verification requires some effort. For instance, in [15] \( L \) (assumed continuous and not depending on \( t \)) is supposed to satisfy \( \partial_c L(\bar{x}(t), \dot{\bar{x}}(t)) \subset R(t)B \) with some summable \( R(t) \geq 0 \) for almost every \( t \). This means that for almost every \( t \) the function \( L \) is \((R(t) + 1)\)-Lipschitz in a neighborhood of \((\bar{x}(t), \dot{\bar{x}}(t))\). Thus all we need to apply e.g. Theorem 2.1 is to verify that there is a positive-valued measurable \( \gamma(\cdot) \) such that for almost every \( t \) the corresponding neighborhood contains the ball of radius \( \gamma(t) \) around \((\bar{x}(t), \dot{\bar{x}}(t))\). But under the assumption the latter does not need much work. It follows that under the assumptions of [15] the Euler-Lagrange adjoint inclusion in the more precise form (5) must also hold.

In certain earlier publications (namely [2, 17, 14]) the Lipschitz-type assumptions on \( L \) look, and actually are in certain respects, weaker than \((H_5)\). Indeed, in [2, 14] it is the mapping \( x \to epi L(t, x, \cdot) \) that is assumed \( k(t)\)-Lipschitz with a summable \( k(\cdot) \) in a neighborhood of \( \bar{x}(t) \) (along with a calmness assumption that guarantee a certain level of regularity of the problem), not the integrand itself. In [17] the Lipschitz-type assumption is even weaker: it is only assumed that the epigraphic mapping has the Aubin property near \((\bar{x}(t), \dot{\bar{x}}(t))\). But \( L(t, x, \cdot) \) is assumed convex in [17].

In these cases reduction to problems considered here is much less straightforward. Let us start with [2, 14]. Consider the problem
minimize $\alpha(T) + \beta(T) + m d((x(T), u(T)), C)$

(P$_0$) s.t. $\alpha(0) = 0$, $\beta(0) \geq \ell(x(0), u(0))$;

$$(\dot{x}, \dot{\alpha}) \in \text{epi} L(t, x, \cdot), \quad \dot{\beta} = 0, \quad \dot{u} = 0,$$

where $C = \{(x, u) : x = u\}$. Set $X = \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}$. It is shown in [2] that under the calmness assumption $\bar{x}(t) = (\bar{x}(\cdot), \bar{\alpha}(\cdot), \bar{\beta}(\cdot), \bar{\mu}(\cdot)), \bar{\alpha}(t) = L(t, \bar{x}(t), \bar{\pi}(t)), \bar{\beta}(t) \equiv 0$ and $\bar{\mu}(t) \equiv 0$, solves the problem if $m$ is sufficiently large.

Set $E(t, x) = \text{epi} L(t, x, \cdot) \times \{0\} \times \{0\}$. Under the assumptions of [2, 14], this set-valued mapping is $k(t)$-Lipschitz as a function of $x$ for almost every $t$.

Let $M(x)$ be the set of solutions of the differential inclusion $\dot{x} \in E(t, x)$ with $x(0) = x$. As follows from [3, Theorem 3.1.6] there is a $K > 0$ such that for all $x(t) = (x(t), \alpha(t), \beta, u)$ sufficiently close to $\bar{x}(t)$ in the $W^{1,1}$-topology

$$(8) \quad d(x(\cdot), M(x(0))) \leq K \int_0^T d(\dot{x}(t), E(t, x(t))) dt.$$

Using this inequality and the fact that there is no constraint on $x(T)$ in (P$_0$), we can show (see e.g. the proof of Theorem 3.3 in [12]), again if $K_0$ is sufficiently large, that $\bar{x}(\cdot)$ is a local minimum of

$$\alpha(T) + \beta(T) + m\|x(T) - w(T)\| + K_0 \left( |\alpha(0)| + d(((x(0), w(0)), \beta(0)), \text{epi} \ell) \right)$$

$$+ \int_0^T (d((\dot{x}(t), \dot{\alpha}(t)), \text{epi} L(t, x(t), \cdot)) + \|\dot{w}\| + |\dot{\beta}|) dt \right).$$

We can simplify the functional, since we know the minimum, and replace it by

$$\alpha(T) + \beta + K_0 \left( |\alpha(0)| + d((x(0), x(T), \beta), \text{epi} \ell) \right)$$

$$+ \int_0^T d((\dot{x}(t), \dot{\alpha}(t)), \text{epi} L(t, x(t), \cdot)) dt \right)$$

with $\beta = \text{const}$ (and $w(t) \equiv x(T)$). This functional satisfies all assumptions of Theorem 2.2 and application of the theorem to the functional gives all relations claimed in [2, 14] plus the Weierstrass condition.

The situation is somewhat different with [17]. The absence of the calmness condition does not allow to use (P$_0$) any more. Still, the problem of minimization
of $J$ can be equivalently rewritten as a slightly different (and looking even simpler) optimal control problem:

$$(P_1) \quad \text{minimize} \quad \alpha(T) + \beta$$

$$\text{s.t} \quad \alpha(0) = 0, \quad \beta \geq \ell(x(0), x(T)); \quad (\dot{\alpha}(t), \dot{x}(t)) \in \text{epi} \ L(t, x(t), \cdot).$$

If we set $x = (x, \alpha)$ and $E(t, x) = \text{epi} \ L(t, x, \cdot)$ we still can get (8) with $M(x)$ replaced by $\{x : \alpha(0) = 0, \ \alpha(T) \geq \ell(x(0), x(T))\}$ thanks to the fact that $E$ has the Aubin property near $((\dot{x}(t), \alpha(t)), \overline{x}(t))$ [10]. But passage to an unconstrained Bolza problem is no longer possible unless we assume that the constraints in $(P_1)$ are regular in the sense of variational analysis (see e.g. the proof of Theorem 3.3 in [12]). The corresponding Bolza problem is the same as above. Thus the “regular” part of the main result of [17] follows from Theorem 2.2.

3. Preliminaries.

3.1. Subdifferentials. We shall use several types of subdifferentials in statements and proofs, mainly for functions in $\mathbb{R}^n$. The first is the proximal subdifferential $\partial_p$ making sense for functions on a Hilbert space $X$: if $f$ is a function on $X$ finite at $x$ then $y \in \partial_p f(x)$ if there is a $c > 0$ such that

$$f(x + h) - f(x) \geq \langle y, h \rangle - c\|h\|^2$$

for all $h$ of a neighborhood of zero.

**Proposition 3.1** ([13], Theorem 2). Let $X$ be a Hilbert space, and let $f_1, \ldots, f_k$ be lower semicontinuous functions on $X$ with values in $(-\infty, \infty]$ finite at $\overline{x}$. Assume that the following uniform lower semicontinuity property holds:

\[(ULC) \quad \text{there is a } \delta > 0 \text{ such that for any } k \text{ sequences } (x_{im}), \ m = 1, 2, \ldots, i = 1, \ldots, k \text{ in the } \delta\text{-ball around } \overline{x} \text{ satisfying } \|x_{im} - x_{jm}\| \to 0 \text{ as } m \to \infty \text{ for any } i, j = 1, \ldots, k \text{ we can find } u_m, \ m = 1, 2, \ldots \text{ such that } \|x_{im} - u_m\| \to 0 \text{ and}

$$\liminf_{m \to \infty} \sum_{i=1}^k (f_i(x_{im}) - f_i(u_m)) \geq 0$$

Set $f(x) = \sum_i f_i(x)$. Then for any $x^* \in \partial_p f(\overline{x})$ and any $\varepsilon > 0$ there are $u_i$ and $u_i^* \in \partial_p f_i(u_i), \ i = 1, \ldots, k$, such that

$$|f_i(x) - f_i(u_i)| < \varepsilon, \quad \|x - u_i\| < \varepsilon, \quad \|\sum_i u_i^* - x^*\| < \varepsilon.$$
The condition of the proposition is trivially satisfied if all functions but for at most one are Lipschitz in a neighborhood of $\overline{x}$. Indeed, if say, $f_2, \ldots, f_k$ are Lipschitz near $x$, we can take $u_m = x_{1m}$. It follows that, verifying (ULC) we can exclude Lipschitz functions from consideration.

**Proposition 3.2** ([6, Chapter 3, Theorem 5.10]). Let $\varphi(t, x)$ be a $L \otimes B(\mathbb{R}^n)$-measurable function on $[0, T] \times \mathbb{R}^n$ which is lower semicontinuous in $x$. Consider on $L^2(0, T)$ the functional

$$f(x(\cdot)) = \int_0^T \varphi(t, x(t)) dt$$

and assume that $\xi(\cdot) \in \partial_p f(x(\cdot))$. Then $\xi(t) \in \partial_p \varphi(t, \cdot)(x(t))$ almost everywhere.

Note that it is assumed in [6] that $\varphi$ is globally Lipschitz as a function of $x$. But the assumption actually plays little role in the proof. Namely, it is used (in the proof of Proposition 5.5 in [6]) to extract measurable selection of set-valued mappings $t \rightarrow \{x : \alpha \leq \varphi(t, x) \leq b\}$ which is still possible under our assumptions.

Let $f$ be a lsc function on $\mathbb{R}^n$ which is finite at $x$. The set

$$\partial f(x) = \limsup_{u \rightarrow x} \partial_p f(u).$$

is the **limiting subdifferential** of $f$ at $x$.

**Proposition 3.3** ([13, Lemma 3]). Let $\varphi(x, y)$, for $x, y \in \mathbb{R}^n$, be l.s.c., and let $(w_m, v_m) \in \partial \varphi(x_m, y_m)$, where $x_m \rightarrow \overline{x}$, $y_m \rightarrow \overline{y}$, $v_m \rightarrow \overline{v}$, $\varphi(x_m, y_m) \rightarrow \varphi(\overline{x}, \overline{y})$ and $w_m$ are uniformly bounded. Let $u_m$ be convex combinations of $w_k$ for $k \geq m$ converging to a certain $u$. Then $u \in \text{conv}\{w : (w, v) \in \partial \varphi(\overline{x}, \overline{y})\}$.

It is possible to extend the concept of limiting subdifferential to the so called $G$-subdifferential for functions on arbitrary Banach spaces. Below we describe the definition of $G$-subdifferential only for Lipschitz functions on separable Banach spaces. (The general definition is more complicated and we do not need it here. See [11] for details.) First we define the **Dini-Hadamard subdifferential** $\partial^-$:

$$\partial^{-} f(x) = \{x^* \in X^* : \langle x^*, h \rangle \leq d^{-} f(x; h), \forall h \in X\},$$

where

$$d^{-} f(x; h) = \liminf_{\lambda \rightarrow +0} \lambda^{-1}(f(x + \lambda h) - f(x)).$$
The $G$-subdifferential is now defined as the limiting subdifferential but with $\partial^-$ instead of $\partial_p$:

$$\partial_G f(x) = \limsup_{u \to x} \partial^- f(u).$$

For functions on $\mathbb{R}^n$ a slightly modified definition applies for all lsc functions and the result coincides with the limiting subdifferential. (The modification concerns the definition of $d^- f(x; h)$. Namely, for a non-Lipschitz function on $\mathbb{R}^n$ this is the lower limit of $\lambda^{-1}(f(x + \lambda u) - f(x))$ when $\lambda \to +0$ and $u \to h$.) The proposition below gives an estimate for the limiting subdifferentials of some specific class of marginal functions.

**Proposition 3.4.** Given a lower semicontinuous function $\varphi$ on $\mathbb{R}^n \times \mathbb{R}^m$ and a convex continuous function $\psi$ on $\mathbb{R}^m$. Set

$$f(x, y) = \inf_v (\varphi(x, y + v) + \psi(v)).$$

and denote by $S(x, y)$ the set of $v$ at which the infimum is attained for given $(x, y)$. Assume that $S(x, y) \neq \emptyset$ for every $(x, y)$ in a neighborhood of a certain $(\bar{x}, \bar{y})$. Let $\bar{v} \in S(\bar{x}, \bar{y})$ and the following property holds: if $(x_k, y_k) \to (\bar{x}, \bar{y})$, $v_k \in S(x_k, y_k)$ and $f(x_k, y_k) \to f(\bar{x}, \bar{y})$, then $v_k \to \bar{v}$.

Let finally $(\xi, \eta) \in \partial f(\bar{x}, \bar{y})$. Then

$$(\xi, \eta) \in \partial \varphi(\bar{x}, \bar{y} + \bar{v}), \quad \text{and} \quad - \eta \in \partial \psi(\bar{v}).$$

**Proof.** Let $(x_k, y_k, \xi_k, \eta_k) \to (\bar{x}, \bar{y}, \xi, \eta)$ with $f(x_k, y_k) \to f(\bar{x}, \bar{y})$ and $(\xi_k, \eta_k) \in \partial^- f(x_k, y_k)$. This means that

$$d^- f(x_k, y_k)(h, e) = \liminf_{\lambda \to +0} \lambda^{-1} (f(x_k + \lambda h, y_k + \lambda e) - f(x_k, y_k)) \geq \langle \xi_k, h \rangle + \langle \eta_k, e \rangle$$

for all $(h, e) \in \mathbb{R}^n \times \mathbb{R}^m$. Take a $v_k \in S(x_k, y_k)$. Then for any $v$

$$\liminf_{\lambda \to +0} \lambda^{-1} (\varphi(x_k + \lambda h, y_k + \lambda(e + v)) + \psi(v_k + \lambda v) - \varphi(x_k, y_k + v_k) - \psi(v_k))$$

$$\geq \langle \xi_k, h \rangle + \langle \eta_k, e + v \rangle - \langle \eta_k, v \rangle.$$

Taking into account that directional derivatives of $\psi$ at any point along any direction do exist (as $\psi$ is convex continuous), we get

$$d^- \varphi(x_k, y_k + v_k)(h, e + v) + \psi'(v_k, v) \geq \langle \xi_k, h \rangle + \langle \eta_k, e + v \rangle - \langle \eta_k, v \rangle$$

for all $(h, e, v)$. Taking consecutively $v = 0$ and $h = 0$, $e + v = 0$, we conclude that

$$(\xi_k, \eta_k) \in d^- \varphi(x_k, y_k + v_k) \quad \text{and} \quad - \eta_k \in \partial \psi(v_k)$$

and the result follows. $\square$
Proposition 3.5 ([9, Theorem 4]). Let $f(x, y)$ be a lower semicontinuous function on $\mathbb{R}^n \times \mathbb{R}^m$ which is convex in $y$, finite at $(\bar{x}, \bar{y})$ and Aubin continuous in $x$ near $(\bar{x}, \bar{y})$. Let $f^*_2(x, p)$ stand for the Fenchel conjugate of $f(x, \cdot)$. Let finally, $(\bar{u}, \bar{p}) \in \partial f(\bar{x}, \bar{y})$. Then $-\bar{\pi} \in \text{conv}\{w : (w, \bar{y}) \in \partial f^*_2(\bar{x}, \bar{p})\}$.

Proposition 3.6 ([11, Corollary 7.15]). Let $X$ be a Banach space, and let the functions $f_i$, $i = 1, \ldots, k$ be Lipschitz continuous in a neighborhood of a certain $\bar{x}$. Set $f(x) = \max f_i(x)$. and and let $I = \{i : f_i(\bar{x}) = f(\bar{x})\}$. Then $\partial_G f(\bar{x}) \subset \bigcup \sum \alpha_i \partial G f_i(\bar{x})$, where the union is taken over all tuples $\alpha_i$, with $\sum \alpha_i > 0$, and $\alpha_i = 0$ for $i \notin I$.

Proposition 3.7 ([11, Proposition 4.60]). Let $X$ and $Y$ be Banach spaces and $A : X \to Y$ a linear bounded operator with $\text{Im} A = Y$. Let further $f$ be a function on $Y$ which is Lipschitz continuous in a neighborhood of a certain $\bar{y} = A\bar{x}$. Set $g = f \circ A$. Then

$$
\partial_G g(\bar{x}) = A^*(\partial f(\bar{x})).
$$

Finally, Clarke’s generalized gradient $\partial_c f(x)$ is the convex hull of $\partial f(x)$ if $f$ is a Lipschitz function on $\mathbb{R}^n$. Again, we shall not need $\partial_c$ for more general classes of functions and spaces.

3.2. Relaxation. Consider the functional of calculus of variation

$$
\int_0^T L(t, x(t), \dot{x}(t)) dt \ (x \in \mathbb{R}^n)
$$

assuming that $L(t, x(t), u(t))$ is measurable when $x(\cdot)$ is continuous and $u(\cdot)$ is measurable. The following is a relaxation result suitable for further applications in this paper.

Proposition 3.8 (relaxation theorem). Let $x(\cdot) \in W^{1,1}$ and summable $u_i(\cdot)$, $i = 1, \ldots, k$ satisfy

$$
\dot{x}(t) = \sum_{i=1}^k \alpha_i(t) u_i(t), \ a.e
$$

with some measurable $\alpha_i(t) \geq 0$ such that $\sum \alpha_i(t) = 1$ a.e.. Assume that all functions $L(t, x(t), u_i(t))$ are summable and there are $\varepsilon > 0$ and a summable real-valued $c(t)$ such that for every $i$ and almost every $t$ the function $x \to L(t, x, u_i(t))$

\footnote{A set-valued mapping $x \Rightarrow Q(x)$ has the Aubin property near $(x, y) \in \text{Graph} Q$ if there are $\varepsilon > 0$ and $K > 0$ such that $Q(x') \cap B(y, \varepsilon) \subset Q(x') + K||x - x'||B$ for all $x'$, $x''$ of a neighborhood of $x$. A function $f(x, y)$ is Aubin continuous in $x$ near $(x, y)$ if the set-valued mapping $x \Rightarrow \text{epi} f(x, \cdot)$ has the Aubin property near $(x, (y, f(x, y)))$.}
is continuous on the $\varepsilon$-neighborhood of $x(t)$ and $L(t, x, u(t)) \leq c(t)$ if $\|x-x(t)\| \leq \varepsilon$.

Then there are $x_m(\cdot) \in W^{1,1}$, $m = 1, 2, \ldots$ with $\dot{x}_m(t) \in \{u_1(t), \ldots, u_k(t)\}$ uniformly converging to $x(\cdot)$ and such that

$$\limsup_{m \to \infty} \int_0^T L(t, x_m(t), \dot{x}_m(t))dt \leq \int_0^T \left( \sum_{i=1}^k \alpha_i(t)L(t, x, u_i(t)) \right)dt.$$ 

Moreover, if in addition there is a set $\Delta \subset [0, T]$ of positive measure and a summable function $c_\Delta(t)$ on $\Delta$ such that $\sup \{L(t, x, y) : \|x-x(t)\| \leq \varepsilon, \|y-\dot{x}(t)\| \leq \varepsilon\} \leq c_\Delta(t)$ for almost every $t \in \Delta$, then $x_m(\cdot)$ can be chosen to satisfy $x_m(0) = x(0)$, $x_m(T) = x(T)$.

**Proof.** With no loss of generality we may assume that $c(t) = c_\Delta(t)$ for $t \in \Delta$. Fix an $m$. Let us break $[0, T]$ into $m$ segments $\Delta_j = [T(j-1)/m, Tj/m]$, $j = 1, \ldots, m$ of length $T/m$. We can further break every $\Delta_j$ into $k$ segments $\Delta_{ji}$, $i = 1, \ldots, k$ such that the length of $\Delta_{ji}$ is $\int_{\Delta_j} \alpha_i(t)dt$.

Now let

$$\alpha_{im}(t) = \begin{cases} 1, & \text{if } t \in \cup_j \Delta_{ji} \\ 0, & \text{otherwise.} \end{cases}$$

and define $x_m(\cdot)$ as follows:

$$x_m(0) = x(0); \quad \dot{x}_m(t) = \sum_{i=1}^k \alpha_{im}(t)u_i(t).$$

It is clear that any $\alpha_{im}(\cdot)$ weak* converge (in $L^\infty$) to $\alpha_i(\cdot)$ when $m \to \infty$. It follows that $x_m(\cdot)$ uniformly converge to $x(\cdot)$.

We notice next that

$$\int_0^T L(t, x_m(t), \dot{x}_m(t))dt = \sum_{i=1}^k \int_0^T \alpha_{im}(t)L(t, x_m(t), u_i(t))dt,$$

so we only need to check that for any $i$

$$\limsup_{m \to \infty} \int_0^T \alpha_{im}(t)L(t, x_m(t), u_i(t)) \leq \int_0^T \alpha_i(t)L(t, x(t), u_i(t))dt. \tag{9}$$

Indeed, set $\varphi_r(t) = \sup_{m \geq r} L(t, x_m(t), u_i(t))$. Then $L(t, x(t), u_i(t)) \leq \varphi_r(t) \leq c(t)$ a.e., that is $\varphi_r(\cdot) \in L^1$ and therefore

$$\limsup_{m \to \infty} \int_0^T \alpha_{im}(t)L(t, x_m(t), u_i(t)) \leq \limsup_{m \to \infty} \int_0^T \alpha_{im}(t)\varphi_r(t)dt = \int_0^T \alpha_i(t)\varphi(r)dt.$$
But \( \varphi_r(t) \lesssim L(t, x(t), u_i(t)) \) as \( r \to \infty \) and (9) follows. This completes the proof of the first statement.

To prove the second, chose subsets \( \Delta_m \subset \Delta \) whose measures go to zero as \( m \to \infty \). Let now
\[
v_{im} = \begin{cases} u_i(t), & \text{if } t \not\in \Delta_m, \\ \hat{x}(t), & \text{if } t \in \Delta_m \end{cases}
\]
Clearly, \( \hat{x}(t) = \sum \alpha_i(t)v_{im}(t) \) almost everywhere, so applying the result of the first statement we shall be able to find for any fixed \( m \) a sequence of \( x_{lm}(\cdot) \), \( l = 1, 2, \ldots \) uniformly converging to \( x(\cdot) \) and such that
\[
\limsup_{l \to \infty} \int_0^T L(t, x_{lm}(t), \hat{x}_{lm}(t))dt \leq \int_0^T \left( \sum_{i=1}^k \alpha_i(t)L(t, x(t), u_i(t)) \right)dt.
\]
Namely we set \( x_{lm}(t) = x(0) + \int_0^t \sum \alpha_{ilm}(s)v_{im}(s)ds \) with some \( \alpha_{ilm}(t) \) taking values in \( \{0, 1\} \), satisfying \( \sum \alpha_{ilm}(t) = 1 \) and weak* converging to \( \alpha_i(\cdot) \) as \( l \to \infty \).

Set \( \gamma_{lm} = x_{lm}(T) - x(T) \). Clearly, \( \gamma_{lm} \to 0 \) as \( l \to \infty \). If for a given \( m \) there is a \( l = l(m) \) such that \( \|x_{lm}(t) - x(t)\| \leq 1/m \) for all \( t \) and \( x_{lm}(T) = x(T) \), we set \( x_m(\cdot) = x_{lm}(\cdot) \). Otherwise, we modify \( v_{im} \) for some \( l \) by replacing \( \hat{x}(t) \) for \( t \in \Delta_m \) by \( \hat{x}(t) - \gamma_{lm}/\mu(\Delta_m) \) (where \( \mu(\Delta_m) \) is the Lebesgue measure of \( \Delta_m \)). Take \( l = l(m) \) so large that \( \|x_{lm}(t)\| + \gamma_{lm} < \varepsilon \) for all \( t \). Then the integral of \( L(t, x_{lm}(t), \hat{x}_{lm}(t)) \) may change after the modification at most by \( 2 \int_{\Delta_m} c(t)dt \) which cannot affect the limit relation as \( c(\cdot) \) is summable and \( \mu(\Delta_m) \to 0 \). \( \square \)

**Remark 3.9.** Since \( x_m(t) \) assumes its values in \( \{\hat{x}(t), u_1(t), \ldots, u_k(t)\} \) and all these functions are summable, we can be sure that uniform convergence of \( x_m(\cdot) \) to \( x(\cdot) \) implies weak convergence in \( W^{1,1} \).

4. **Proof of Theorem 2.2.** To begin with, we can assume in the proof that \( \overline{\varphi}(t) \equiv 0 \). The proof follows the same lines as the proof of Theorem 3.1 in [12] with necessary modifications.

**4.1. Reduction of the problem.** Suppose we are given a finite number of measurable selections \( u_1(\cdot), \ldots, u_k(\cdot) \) of \( Q(\cdot) \) such that for any \( i \) there are an \( \varepsilon_i > 0 \) and a summable \( c_i(t) \) such that the function \( x \to L(t, \cdot, u_i(t)) \) is continuous and satisfies \( L(t, x, u_i(t)) \leq c_i(t) \) on \( B(\overline{\varphi}(t), \varepsilon_i) \). Let now \( \delta > 0 \) be so small that
\(x(\cdot)\) defined by

\[
(10) \quad x(0) = 0, \quad \dot{x}(t) = y(t) + \sum_{i=1}^{k} \alpha_i (u_i(t) - y(t))
\]

satisfies \(\|x(t)\| < \varepsilon_0\) for all \(t\) if \(\|y(t)\| \leq \min\{\delta, \gamma_0(t)\}\) a.e. and \(0 \leq \alpha_i \leq \delta\).

Let further \(L_\delta(t, x, y)\) be equal to \(L(t, x, y)\) if \(\|x\| < \delta\) and \(\|y\| \leq \min\{\delta, \gamma_0(t)\}\) to \(+\infty\) otherwise. Consider the problem of minimizing

\[
J_k(x(\cdot), \alpha_1, \ldots, \alpha_k) = \ell(x(0), x(T)) + \varphi(x(\cdot))
\]

\[
+ \int_{0}^{T} (L_\delta(t, x(t), y(t)) + \sum_{i=1}^{k} \alpha_i (L(t, x(t), u_i(t)) - L(t, x(t), y(t)))) \, dt,
\]

subject to (10) and \(0 \leq \alpha_i \leq \delta\).

Our purpose is to show that zero is a local minimum of the problem in \(W^{1,1} \times \mathbb{R}^k\). So take some \(x(\cdot)\) and \(y(\cdot)\) such that (10) holds with some nonnegative \(\alpha_1, \ldots, \alpha_k\) with \(\sum \alpha_i < \delta\) and \(L_\delta(t, x(t), y(t))\) is a summable function, that is \(y(t) \in A(t)\) a.e. (Otherwise \(J_k(x(\cdot), \alpha_1, \ldots, \alpha_k) = \infty\).) Then there is a summable \(c_0(t)\) such that \(L(t, x, y(t)) \leq c_0(t)\) for all \(x \in B(\mathcal{F}(t), \delta)\) almost everywhere on \([0, T]\) and we can apply the relaxation theorem (Proposition 3.8) with \(u_0(\cdot) = y(\cdot)\) and \(\alpha_i(t) \equiv \alpha_i\).

It follows that (9) holds for a sequence of \(x_m(\cdot)\) weakly (in \(W^{1,1}\)) converging to \(x(\cdot)\) and coinciding with \(x(\cdot)\) at the ends of the interval. Then

\[
\liminf_{m \to \infty} J(x_m(\cdot)) \leq J_k(x(\cdot), \alpha_1, \ldots, \alpha_k)
\]

and therefore, if \(\delta\) is sufficiently small, we can be sure that \(x_m(\cdot)\) are also close enough to \(\mathcal{F}(\cdot)\) to guarantee that \(J(x_m) \geq J(\mathcal{F}(\cdot))\) and, consequently, \((\mathcal{F}(\cdot), 0, \ldots, 0)\) is a local minimum of \(J_k\) in \(W^{1,1} \times \mathbb{R}^k\).

So take such a \(\delta > 0\) and set

\[
\Lambda(a, y(\cdot), \alpha_1, \ldots, \alpha_k)(t) = a + \int_{0}^{t} \left(y(\tau) + \sum_{i=1}^{k} \alpha_i^+ (u_i(\tau) - y(\tau))\right) \, d\tau;
\]

\[
g_{i\delta}(t) = \sup\{(L(t, x, u_i(t)) - L(t, x, y)) : \|x\| \leq \delta, \|y\| \leq \min\{\delta, \gamma_0(t)\}\}.
\]

Consider the following five functionals of \(x = (x(\cdot), a, y(\cdot), \alpha_1, \ldots, \alpha_k)\) on
\[ X = W^{1,2} \times \mathbb{R}^n \times L^2 \times \mathbb{R} \times \cdots \times \mathbb{R} : \]

\[
I_1(x) = \ell(a, \Lambda(a, y(\cdot), \alpha_1, \ldots, \alpha_k)(T));
\]

\[
I_2(x) = \varphi(\Lambda(a, y(\cdot), \alpha_1, \ldots, \alpha_k)(\cdot));
\]

\[
I_3(x) = \int_0^T L_\delta(t, x(t), y(t))dt;
\]

\[
I_4(x) = \int_0^T k_0(t)|x(t) - \Lambda(a, y(\cdot), \alpha_1, \ldots, \alpha_l)(t)|dt;
\]

\[
I_5(x) = \sum_{i=1}^k \alpha_i \int_0^T g_i(\cdot)dt + i^+_k(\alpha_1, \ldots, \alpha_k),
\]

where \( i^+_k \) stands for the indicator of the positive orthant in \( \mathbb{R}^k \), that is the function equal to zero if all \( \alpha_i \geq 0 \) and \(+\infty\) otherwise.

Clearly, \( (a, y(\cdot)) \to \Lambda(a, y(\cdot), \alpha_1, \ldots, \alpha_k) \) is a bounded linear operator from \( \mathbb{R}^n \times L^2 \) into the space of continuous functions, hence \( I_2 \) and \( I_4 \) are Lipschitz functions, as well as \( I_1 \) if \( \ell \) is Lipschitz. And the functions \( g_i(\cdot) \) are summable as \( L(t, \overline{\varphi}(t), u_i(t)) - L(t, \overline{\varphi}(t), \overline{\varphi}(t)) \leq g_i(\cdot) \leq c_i(t) + c_0(t) \).

Set \( I = I_1 + I_2 + I_3 + I_4 + I_5 \). It is clear that zero is a local minimum of \( I \) on \( X \). It is also an easy matter to see that zero remains a local minimum of the functional if we consider \( X \) with the \( L^2 \times \mathbb{R}^n \times L^2 \times \mathbb{R} \times \cdots \times \mathbb{R} \)-topology. (that is if we consider \( x(\cdot) \) in \( L^2 \) rather than in \( W^{1,2} \)). Thus \( 0 \in \partial_p I(0) \).

**4.2. Analysis. 1.** We have to verify that \( I_j \) satisfy the uniform lower semicontinuity property of Proposition 3.1 to be able to apply the proposition to the inclusion. We can be sure that the chosen \( \delta > 0 \) is smaller than all \( \varepsilon_i \). Consider first the case when \( \ell \) is not Lipschitz near \( (\overline{\varphi}(0), \overline{\varphi}(T)) \) and \( A(t) \) coincides with the \( \gamma_0(t) \)-ball around zero for any \( t \).

As \( I_2 \) and \( I_4 \) satisfy the Lipschitz condition, we only have to verify ULC for \( I_1 + I_3 + I_5 \). So let \( x_jm = (x_jm(\cdot), a_jm, y_jm(\cdot), \alpha_{1,jm}, \ldots, \alpha_{k,jm}) \), \( j = 1, 3, 5; \ m = 1, 2, \ldots \) be such that \( \|x_jm\| < \delta/2 \) and \( \|x_{1m} - x_{jm}\| \to 0 \) for \( j = 3, 5 \) as \( m \to \infty \).

The integrals \( \int_0^T \|y_{1m}(t) - y_{3m}(t)\|dt \) go to zero as \( m \to \infty \).

As by the assumptions \( A(t) = \gamma_0(t)B \), we can choose some \( \Delta_m \subset [0, T] \) with \( \mu(\Delta_m) = \tau_m \to 0 \) and functions \( \nu_m(\cdot) \) on \( \Delta_m \) with \( \|\nu_m(\cdot)\| \leq \gamma_0(t) \) such
that
\[ \int_{\Delta_m} v_m(t)dt + \int_{T\setminus\Delta_m} y_3m(t)dt = \int_0^T y_1m(t)dt. \]
Let now \( w_m(t) \) be equal to \( v_m(t) \) on \( \Delta_m \) and \( y_3m(t) \) on \( T\setminus\Delta_m \). Set finally \( u_m = (x_3m(\cdot), a_1m, w_m(\cdot), \alpha_{1,1m}, \ldots, \alpha_{k,1m}) \). Then \( I_1(x_{1m}) = I_1(u_m), \)
\[ I_3(x_{3m}) - I_3(u_m) = \int_{\Delta_m} (L(t, x_{3m}(t), y_{3m}(t)) - L(t, x_{3m}(t), v_m(t)))dt \to 0 \]
(as immediately follows from (H_5)) and
\[ |I_5(x_{5m}) - I_5(u_m)| \leq \sum_{i=0}^k |\alpha_{1m} - \alpha_{5m}| \int_0^T |g_{i\delta}(t)|dt \to 0. \]

If \( \ell \) is Lipschitz near zero, then \( I_1(x_{1m}) - I_1(x_{3m}) \to 0 \). In this case we can set \( u_m(\cdot) = x_{3m} \).

2. It follows from Proposition 3.1 that we can find five sequences \( (x_{jm}) \subset X \), \( j = 1, 2, 3, 4, 5 \), \( x_{jm} = (x_{jm}(\cdot), a_{jm}, y_{jm}(\cdot), \alpha_{1,jm}, \ldots, \alpha_{k,jm}) \), converging to zero as \( m \to \infty \) and \( x_{jm}^* \in \partial_p I_j(x_{jm}) \) such that \( I_j(x_{jm}) \to I_j(0) \) and \( \|\sum_j x_{jm}^*\| \leq m^{-1} \). (As \( I_2 \) does not depend on \( x(\cdot) \) we may assume that \( x_2(\cdot) = \Lambda(a_{2m}, y_{2m}(\cdot), \alpha_{1,2m}, \ldots, \alpha_{k,2m}) \). In other words, (cf. Propositions 3.2 and 3.7), there are some \( (b_{0m}, b_{Tm}) \in \partial_p \ell(x_{1m}(0), x_{1m}(T)), \nu_m \in \partial \varphi(x_{2m}(\cdot)) \), some measurable \( \lambda_m(t) \) and \( \mu_m(t) \) such that \( (\lambda_m(t), \mu_m(t)) \in \partial_p \varphi(t, \cdot)(x_{3m}(t), y_{3m}(t)) \), measurable \( \mathbb{R}^n \)-valued \( \xi_m(\cdot) \) with \( \|\xi_m(t)\| \leq k_0(t) \) for almost all \( t \), and \( \rho_{im} \leq 0, i = 1, \ldots, l \) such that the norms of the sums of multipliers corresponding respectively to \( x(\cdot), a, y(\cdot) \) and \( \alpha_i \) go to zero, that is,
\[ \int_0^T |\lambda_m(t) + \xi_m(t)|^2dt \to 0; \]
\[ b_{0m} + b_{Tm} + \int_0^T (\nu_m(dt) - \xi_m(t)dt) \to 0; \]
(11) \[ \int_0^T b_{Tm} + \int_t^T \nu_m(d\tau) + \mu_m(t) - \int_t^T \xi_m(\tau)d\tau \bigg|^2 \, dt \to 0; \]
\[ \int_0^T \left( \left\langle b_{Tm} + \int_t^T \nu_m(d\tau), u_i(t) \right\rangle \right. \]
\[ - \left. \left\langle \int_t^T \xi_m(\tau)d\tau, u_i(t) \right\rangle + g_{i\delta}(t) \bigg) dt + \rho_{im} \to 0, \]
when \( m \to \infty \). (Recall that proximal subdifferential is smaller than the \( G \)-
subdifferential, so we may use the \( G \)-subdifferential of \( \varphi \) which is more convenient technically.)

We note next that the sequences \((b_{0m})\), \((b_{Tm})\) and \((\mu_m(\cdot))\) may be unbounded if the corresponding functions are not Lipschitz. On the contrary, the sequences \((\nu_m), (\lambda_m(\cdot))\) and \((\xi_m(\cdot))\) are always bounded in the corresponding spaces under the assumptions.

3. If the sequence \((b_{0m})\) is unbounded, then taking, if necessary, a sub-
sequence, we get \( \|b_{0m}\| \to \infty \). Let us divide each of the four relations in (11) by 
\( \|b_{0m}\| \) and set

\[
\tilde{b}_{0m} = \frac{b_{0m}}{\|b_{0m}\|}; \quad \tilde{b}_{Tm} = \frac{b_{Tm}}{\|b_{0m}\|}; \quad \tilde{\mu}_m(t) = \frac{\mu_m(t)}{\|b_{0m}\|}; \quad \tilde{\rho}_{im} = \frac{\rho_{im}}{\|b_{0m}\|}.
\]

We may assume that \( \tilde{b}_{0m} \) converge to some \( b \neq 0 \). By the second relation in (11) 
the sequence \( (b_{Tm}) \) is also unbounded and \( \tilde{b}_{Tm} \) converge to \( -b \), and by the fourth 
relation \( \langle b, \int u_i(t)dt \rangle \geq 0 \). Finally, the third relation implies that \( \tilde{\mu}(t) \) converge 
to \( b \) almost everywhere.

As \( (b_{0m}, b_{Tm}) \in \partial_p \ell(x_{1m}(0, x_{1m}(T)), \) we conclude that \( (b, -b) \in \partial \ell(0, 0) \). 
Likewise, as \( (\lambda_m(t), \mu_m(t)) \in \partial_p \ell(t, \cdot, \cdot)(x_{3m}(t), y_{3m}(t)) \) and \( \|\lambda_m(t)\| \leq k(t) \) if \( m \)
is sufficiently large, we have to conclude that the vector \( (0, 0, b) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \)
belongs to the normal cone to the graph of \( L(t, \cdot, \cdot) \) at \( (L(t, 0, 0), 0, 0) \). Thus, 
the assumption that the sequence \( (b_{0m}) \) is unbounded leads us to the conclusion 
that (the sequences \( (b_{Tm}) \) and \( (\mu_m(\cdot)) \) are also unbounded and) we have what we 
called the singular case.

4. Assume now that the sequence \( (b_{0m}) \), and hence the sequences \( (b_{Tm}) \) and 
(\( \mu_m(\cdot) \)), is bounded. Then we can assume, taking if necessary a subsequence,
that \( (b_{0m}, b_{Tm}) \) converge to some \( (b_0, b_T) \in \partial \ell(0, 0) \).

Set \( \theta_m(t) = b_{Tm} + \int_t^T \nu_m(d\tau) \) and \( \eta_m(t) = \int_t^T \xi_m(\tau)d\tau \), and let \( \varrho_m(t) = \)
\( \eta_m(t) - \theta_m(t) \). Now the second and the third relations in (11) imply that \( \varrho_m(0) - 
\varrho_m(t) \to 0 \), while the first and the third relations imply that the functions under the 
signs of integral go to zero almost everywhere (at least along some subsequence).
Furthermore, as total variations of \( \nu_m \) are uniformly bounded, we may assume 
that \( \nu_m \) weak* converges to some \( \nu \) such that \( \nu \in \partial_G \varphi(0) \). The latter means that 
\( \int_t^T \nu_m(d\tau) \) converge to \( \int_t^T \nu(d\tau) \) at every point of continuity of the latter, that 
is everywhere except maybe countably many points. As all \( \xi_m(\cdot) \) are bounded 
by the same summable function \( k_0(t) \), this sequence is relatively compact in the
weak topology of $L^1$. By the Eberlein–Smulian theorem, we can assume that the sequence $(\xi_m(\cdot))$ weak converges to a certain $\xi(t)$ and consequently (by the first relation in (11)) the sequence of $\lambda_m(\cdot)$ weak converges to the function $-\xi(\cdot)$ which we shall denote $q(t)$. Hence the functions $\int_t^T \lambda_m(\tau)d\tau$ uniformly converge to $\int_t^T q(\tau)d\tau$ and $p_m(t)$ converge to some $p(\cdot)$ at every $t$ at which $p(t)$ is continuous and also at zero as immediately follows from the definition. Thus $p(0) = b_0$. This proves the transversality condition

Furthermore, as $\lambda_m(\cdot)$ weak converge to $q(\cdot)$, a certain sequence of convex combinations of $\lambda_m(\cdot)$, say $q_k(\cdot) = \sum_i \beta_{ik}\lambda_{m_{ik}}(\cdot)$ with $\beta_{ik} > 0$, $\sum_i \beta_{ik} = 1$, $m_{ik} \geq m_k$, $m_k \to \infty$ as $k \to \infty$, norm converges to $q(\cdot)$ in $L^1$, and we may assume that $q_k(t) \to q(t)$ a.e. As follows from the third relation in (11), for almost every $t$

$$(\lambda_m(t), p_m(t)) \in \partial_p L_\delta(t, \cdot, \cdot)(x_{2m}(t), y_{2m}(t)) + \delta_m(t)B$$

with some $\delta_m(t) \to 0$ a.e.. We may assume of course that both $x_{2m}(t)$ and $y_{2m}(t)$ converge to zero almost everywhere. The required relation for $q(\cdot)$ is now an immediate consequence of Proposition 3.3.

Let $\mathcal{P}$ stand for the collection of triples $(q(\cdot), \nu, p(\cdot))$ such that $\nu \in \partial G \varphi(\pi(\cdot))$ and $q(\cdot)$ and $p(\cdot)$ satisfy (1)–(3). As $\varphi$ is Lipschitz and $|q(t)| \leq k_0(t)$ a.e., $\mathcal{P}$ is a compact set in the product of the corresponding weak topologies. The above argument shows that for any $\delta > 0$ there is a $(q(\cdot), \nu, p(\cdot)) \in \mathcal{P}$ such that, as follows from the last relation in (11),

$$\int_0^T \left(-\langle p(t), u_i(t) \rangle + g_i(\delta(t)) \right) dt \leq 0, \quad i = 1, \ldots, k.$$

Taking into account that $\lim_{\delta \to 0} g_i(\delta(t)) = L(t, 0, u_i(t)) - L(t, 0, 0)$, we conclude (in view of compactness of $\mathcal{P}$) that for some $(q(\cdot), \nu, p(\cdot)) \in \mathcal{P}$

$$\int_0^T \left(L(t, 0, u_i(t)) - L(t, 0, 0) - \langle p(t), u_i(t) \rangle \right) dt \geq 0, \quad i = 1, \ldots, k. \tag{12}$$

5. Thus for any finite collection $U = (u_1(\cdot), \ldots, u_k(\cdot))$ of measurable selections of $Q(\cdot)$ such that for any $i$ there are an $\varepsilon_i > 0$ and a summable $c_i(t)$ such that the function $x \to L(t, \cdot, u_i(t))$ is continuous and satisfies $L(t, x, u_i(t)) \leq c_i(t)$ on $B(\pi(t), \varepsilon_i)$ the set $\mathcal{P} = \mathcal{P}(U)$ of triples $(q(\cdot), \nu, p(\cdot))$ satisfying the conclusion
of the theorem with the Weierstrass condition replaced by (12) is nonempty. As we have mentioned, this set is compact in suitable topologies. On the other hand if \( U \) is a subset of \( U' \), then \( \mathcal{P}(U') \subset \mathcal{P}(U) \). Therefore the intersection of all \( \mathcal{P}(U) \) is nonempty.

This means that there is a nontrivial triple \((q(\cdot), \nu, p(\cdot))\) satisfying the relations (1)–(3) and such that (12) remains valid if we replace \( u_i(\cdot) \) by any measurable selection \( u(\cdot) \) of \( Q(\cdot) \) such that for some \( \varepsilon > 0 \) the function \( L(t, \cdot, u(t)) \) is continuous on \( \varepsilon B \) and for any \( x \) of the ball \( L(t, x, u(t)) \leq c(t) \) a.e., where \( c(t) \) is a summable function.

Recall that \( 0 \in Q(t) \) for almost every \( t \) by \((H_6)\). Hence, given a measurable selection \( u(\cdot) \) of \( Q(\cdot) \) and a measurable \( \Delta \subset [0, T] \), the function equal \( u(t) \) on \( \Delta \) and zero outside of \( \Delta \) is also a measurable selection of \( Q(\cdot) \). It follows that

\[
\int_\Delta \left( L(t, 0, u(t)) - L(t, 0, 0) - \langle p(t), u(t) \rangle \right) dt \geq 0.
\]

The Weierstrass condition (4) is an immediate consequence of the last inequality. Indeed, assume that it fails to be valid on a set of positive measure on \([0, T]\). By the Aumann selection theorem (see e.g. [20]) we can choose a measurable selection \( u(\cdot) \) of \( Q(\cdot) \) such that

\[
L(t, 0, u(t)) - L(t, 0, 0) - \langle p(t), u(t) \rangle < 0
\]
on a set \( \Delta \) of positive measure contrary to (12). So we have to verify that (taking a smaller \( \Delta \), if necessary) we can guarantee that for some \( \varepsilon > 0 \) and summable \( c(t) \) the function \( u(\cdot) \) satisfies the required properties.

To this end, consider the functions

\[
\lambda(t, \varepsilon) = \sup \{ L(t, x, u(t)) : \|x\| \leq \varepsilon \};
\]

\[
\mu(t, \varepsilon) = \lim_{\delta \to 0} \sup \{ |L(t, x, u(t)) - L(t, x', u(t))| : \|x - x'\| \leq \delta, x, x' \in \varepsilon B \}.
\]

Both functions are measurable as functions of \( t \) and non-decreasing as functions of \( \varepsilon \). Moreover, as follows from \((H_5), (H_6)\), \( \lambda(t, \varepsilon) \supset L(t, 0, u(t)) \) and \( \mu(t, \varepsilon) = 0 \) if \( \varepsilon > 0 \) is sufficiently small for almost every \( t \in \Delta \). Hence for a sufficiently small \( \varepsilon > 0 \) there is a subset \( \Delta' \subset \Delta \) of positive measure such that \( \lambda(t, \varepsilon) \) is summable on \( \Delta' \) and \( \mu(t, \varepsilon) = 0 \) if \( t \in \Delta' \). The latter means that \( L(t, \cdot, u(t)) \) is continuous on \( \varepsilon B \) for \( t \in \Delta' \). As we can assume without loss of generality that \( \varepsilon \leq \varepsilon_0 \) (see \((H_5)\)), it remains to extend \( u(t) \) to the whole of \([0, T]\) by setting \( u(t) = 0 \) outside of the set and set \( c(t) \) equal to \( \lambda(t, \varepsilon) \) if \( t \in \Delta' \) and to \( L(t, 0, 0) + k_0(t)\varepsilon \) outside of \( \Delta' \). This completes the proof of the theorem.
5. Proofs of other theorems.

5.1. Proof of Theorem 2.1. As we have mentioned, the proof of the theorem is a simplification of the proof of Theorem 2.2. The main difference that allows to go through under weaker assumptions on $L$ is that in the proof of Theorem 2.1 we do not need relaxation.

Indeed, take a $\delta > 0$ such that $J(x(\cdot)) \geq J(\overline{x}(\cdot))$ if $\|x(t) - \overline{x}(t)\| \leq \delta$ and $\|\dot{x}(t) - \dot{\overline{x}}(t)\| \leq \delta$ almost everywhere, and let as before $L_\delta(t, x, y)$ be the function coinciding with $L(t, x, y)$ if $\|x - \overline{x}(t)\| \leq \delta$ and $\|y - \dot{\overline{x}}(t)\| \leq \min\{\delta, \gamma_0(t)\}$ and equal to $\infty$ otherwise. Thus $\overline{x}(\cdot)$ is the minimum of the functional

$$J_\delta(x(\cdot)) = \ell(x(0), x(T)) + \varphi(x(\cdot)) + \int_0^T L_\delta(t, x(t), \dot{x}(t))dt.$$ 

From this point we can follow the proof of Theorem 2.2 with all $\alpha_i$ equal to zero. In other words, we set

$$\Lambda(a, y(\cdot)) = a + \int_0^t y(\tau)d\tau$$

$x = (x(\cdot), a, y(\cdot))$ and consider the functionals

$$I_1(x) = \ell(a, \Lambda(a, y(T))), \quad I_2(x) = \varphi(\Lambda(a, y(\cdot))),$$

$$I_3(x) = \int_0^T L_\delta(t, x(t), y(t))dt, \quad I_4(x) = \int_0^T k_0(t)\|x(t) - \Lambda(a, y(\cdot))(t)\|dt.$$ 

All subsequent arguments in the analysis part of the proof of Theorem 2.2 with some simplifications work well in our case. Basically, we no longer need the last relation in (11) connected with $\alpha_i$ and all arguments at the end of the proof associated with the Weierstrass condition.

5.2. Proof of Theorems 2.3 and 2.4. Theorem 2.3 is an immediate consequence of Theorem 2.1 and Proposition 3.5.

Let us prove Theorem 2.4. Again, for notational simplicity we assume in the proof that $\overline{x}(t) \equiv 0$. Set

$$\hat{J}(x(\cdot)) = \ell(x(0), x(T)) + \varphi(x(\cdot)) + \int_0^T \hat{L}(t, x(t), \dot{x}(t))dt.$$ 

Clearly $J(x(\cdot)) \geq \hat{J}(x(\cdot))$ for any $x(\cdot) \in W^{1,1}$. 

On the other hand, take an $\varepsilon > 0$, a positive $\delta < \bar{\delta}/2$ and positive-valued $\gamma(t) < \overline{\gamma}(t)/2$, and let $x(\cdot)$ satisfy $\|x(t)\| < \delta$ and $\|\dot{x}(t)\| < \gamma(t)$ a.e. Let further
Let \( Y_{\varepsilon}(t) \) be the collection of \( 2(n+1) \)-tuples \((y_1, \ldots, y_{n+1}, \alpha_1, \ldots, \alpha_{n+1})\) such that 
\[
\alpha_i \geq 0, \quad \sum \alpha_i = 1, \quad \|y_i\| \leq N_{\delta, \gamma(t)}(t)
\]
and 
\[
\sum \alpha_i y_i = \dot{x}(t), \quad \sum \alpha_i L(t, x(t), y_i) \leq \dot{L}(t, x(t), \dot{x}(t)) + \varepsilon.
\]
This set is nonempty for any \( t \) and the set-valued mapping \( t \to Y_{\varepsilon}(t) \) is measurable and closed-valued. This is obvious. Let \((y_1(t), \ldots, y_{n+1}(t), \alpha_1(t), \ldots, \alpha_{n+1}(t))\) be a measurable selection of \( Y_{\varepsilon}. \) By the relaxation theorem (Proposition 3.8) there is a sequence of \( u_m(\cdot) \in W^{1,1} \) uniformly converging to \( x(\cdot) \) and such that 
\[
\lim \int_0^T L(t, u_m(t), \dot{u}_m(t))dt \leq \int_0^T \dot{L}(t, x(t), \dot{x}(t))dt + \varepsilon T
\]
and \( u_m(0) = x(0), u_m(T) = x(T). \) It follows (as \( \varepsilon \) can be arbitrarily small) that zero is a local minimum of \( \hat{J}. \)

We claim next that the functional \( \hat{J} \) satisfies (H\(_1\))–(H\(_5\)) with \( \varepsilon_0 \) replaced by \( \delta, k_0(t) \) replaced by \( k(t) = K_\delta(N_{\delta, \gamma(t)}(t), t) \) and \( Q(t) = B(\bar{\pi}(t), \bar{\gamma}(t)) \). Indeed, \( \ell \) and \( \varphi \) are the same in \( \hat{J} \), whence (H\(_1\)) and (H\(_2\)), and (H\(_3\)) is obviously valid as the definition of \( \hat{L} \) uses operations that do not violate measurability of set-valued mappings. To verify (H\(_5\)), we note first that \( \hat{L}(t, \cdot, y) \) is \( k(t) \)-Lipschitz in the \( \delta \)-neighborhood of zero since \( L(t, \cdot, y) \) is \( k(t) \)-Lipschitz if \( \|y\| \leq N_{\delta, \gamma(t)}(t) \). On the other hand, as \( \hat{L}(t, x, \cdot) \) is convex and finite on the \( \delta \)-ball around zero, it is a continuous function on the interior of the ball. Together with Lipschitzness of \( \hat{L}(t, \cdot, y) \), this implies continuity of \( \hat{L}(t, \cdot, \cdot) \). And (H\(_6\)) is of course trivially valid if \( Q(t) = \bar{\pi}(t)B. \)

Applying Theorem 2.1, we shall find a function \( p(\cdot) \) of bounded variation, a \( q(\cdot) \in L^1 \) and a measure \( \nu \in \partial \varphi(0) \) such that the inclusion 
\[
q(t) \in \text{conv}\{q : (q, p(t)) \in \partial \hat{L}(t, \cdot, \cdot)(0, 0)\}, \quad \text{a.e.}
\]
along with the last two relations stated in the theorem. But as \( \hat{L} \) is convex in the last argument, it follows from Proposition 3.5 that 
\[
q(t) \in \text{conv}\{q : (-q, 0) \in \partial H(t, \cdot, \cdot)(0, p(t))\}, \quad \text{a.e.}
\]
as claimed.
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