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1. Introduction. The two-stage stochastic optimization problem formulation is one of the most popular models in the area of optimization under uncertainty. In its risk-neutral (expected-value) formulation, it has been thoroughly investigated under various assumptions. Here, we consider an extended version of the two-stage problem, which involves two decision stages and two observation stages. This type of model is a version of a sequential decision problem presented in [12]. In that paper, the emphasis is put on the time-consistency of the relation and the numerical method for solving the decision problem. Here, we present more thorough analysis of the model and establish its connection to sequential preferences reflected via utility functions, distortion (also called rank-dependent or dual utilities), and coherent measures of risk. The relation to utility functions was also announced in [12] for a similar problem formulation.

The problem in its risk-neutral formulation is constructed as follows. At the first decision period, we take a “here and now” decision $x$ in an appropriate decision space space. In the next stage, we observe the uncertain data involved and take a decision $y$, depending on the observations. That process concludes the risk-neutral version of the problem formulation. When risk-aversion is involved, then another stage of the process is pertinent. At that final stage, we make a new observation and evaluate the performance of our decision policy without further decisions. More precisely, let the random data involved in the model be comprised in the random sequence $\xi_1, \xi_2$, where $\xi_1$ is a random vector defined on a probability space $(\Omega, \mathcal{F}_1, P)$ and $\xi_2$ is a random vector defined on the space $(\Omega, \mathcal{F}_2, P)$ with $\mathcal{F}_1 \subset \mathcal{F}_2$. The support of the distribution of $\xi_t$ is denoted by $\Xi_t$, $t = 1, 2$, and $\xi^{[2]}_t$ denotes a path of the process $\{\xi_1, \xi_2\}$. We consider the following risk-neutral extended two-stage problem:

$$
\min_{x \in \mathcal{X}_1} f_1(x) + \mathbb{E} \left[ \inf_{y \in \mathcal{X}_2(x, \xi_1)} \left( f_2(y, \xi_1) + \mathbb{E}_{\mathcal{F}_1} [f_3(B(\xi_2)y, \xi_2)] \right) \right].
$$

Here $f_1 : \mathbb{R}^n \to \mathbb{R}$ is a convex function expressing the known cost of the first-stage decision $x \in \mathbb{R}^n$, $f_2 : \mathbb{R}^m \times \mathbb{R}^d \to \mathbb{R}$ is a convex function of its first argument and $\mathcal{F}_1$-measurable with respect to its second argument, while $f_3 : \mathbb{R}^{m'} \times \mathbb{R}^{d'} \to \mathbb{R}$ is a convex function of the first argument and $\mathcal{F}_2$- superpositionally measurable. The random matrix $B(\xi_2)$ has $m' \times m$ dimensional realizations. Further, $\mathcal{X}_1$ is a closed subset of $\mathbb{R}^n$ and $\mathcal{X}_2 : \mathbb{R}^n \times \mathbb{R}^d \Rightarrow \mathbb{R}^m$ is a measurable closed-valued multifunction. They are defined as follows:

$$
\mathcal{X}_1 = \{x \in \mathcal{D} \subset \mathbb{R}^n : Ax = b\},
$$

$$
\mathcal{X}_2(x, \xi_1) = \{y \in \mathcal{Y}(\xi_1) \subset \mathbb{R}^m : T(\xi_1)x + Wy = h(\xi_1)\}.
$$
The set $D$ is closed and convex, $A$ is $s \times n$ the matrix and $b \in \mathbb{R}^s$. The realizations of the random elements are as follow: $T$ is $m \times n$ matrix and $h$ is $m$-dimensional, $\mathcal{Y}(\xi_1) \subset \mathbb{R}^m$ is a closed convex set. The feasible second-stage decisions are measurable selections: $y(\xi_1) \in \mathcal{X}_2(x, \xi_1)$.

The risk-neutral problem (1) has the following equivalent formulation

$$
\min_{x} \ f(x) + Q_1(x, \xi_1) \ \text{s.t} \ Ax = b, \ x \in D.
$$

The function $Q_1(x, \xi_1)$ is the expectation of $Q_1(x, \xi_1)$, where the latter denotes the optimal values of the following second-stage problem:

$$
\min_{y} \ f_2(y, \xi_1) + Q_2(y, \xi_2) \\
\text{s.t.} \ T(\xi_1)x + Wy = h(\xi_1), \ y \in \mathcal{Y}(\xi_1).
$$

The notation $Q_2(x, \xi_2)$ stands for the $\mathcal{F}_1$- conditional expectation of $Q_2(x, \xi_2) = f_3(B(\xi_2)y, \xi_2)$. We shall also use the shorthand notation $E_1[Z] = E[Z | \mathcal{F}_1]$ when needed. Throughout the paper, we shall assume that $E_1[\|T(\xi_1)\|]$ and $E_1[\|h(\xi_1)\|]$ are finite.

If for some $x$ and $\xi_1 \in \Xi_1$ the second stage problem is infeasible, then $Q(x, \xi_1) = +\infty$ by definition. We assume that the second stage problem is always bounded from below and hence $Q(x, \xi_1) > -\infty$. This is a natural assumption because otherwise the value of the second stage problem can be improved indefinitely for some value of the first stage decision and some realization of the random data, which does not occur in any practical situation.

We are concerned with risk and that is why we are interested not only in minimizing the total expected cost resulting from the first- and the second-stage decisions but we also would like to prevent possible very large cost realizations, which may occur with relatively small probability. That is, we associate risk with small probability events, which may result in high cost. Various models could be employed to reflect risk-aversion of this type. One possibility is to use the classical model based on von Neumann and Morgenstern expected utility functions. In this case, we may choose convex non-decreasing functions $u_0 : \mathbb{R} \rightarrow \mathbb{R}$, $u_{\xi_1} : \mathbb{R} \rightarrow \mathbb{R}$ and formulate the following decision problem:

$$
\min_{x} \ f_1(x) + E[u_0(Q^u_1(x, \xi_1))] \ \text{s.t} \ x \in X_1,
$$

$$
Q^u_1(x, \xi_1) = \min_{y} \ f_2(y, \xi_1) + E_1[u_{\xi_1}(Q_2(y, \xi_2))] \ \text{s.t} \ y \in X_2(x, \xi_1).
$$

Next to the expected utility theory, another dual utility theory or rank dependent expected utility theory has attracted much attention. The ideas of this theory
are presented first in [24] but their mathematical foundation is also present in
Choquet integral theory ([3, 31, 32]). Rank dependent utilities are used in actuarial mathematics (see [34, 35]), where they are also referred to as distortions. For a comprehensive treatment, we refer to [25]; see also [38] for a special case discussion. From a different system of axioms than those of von Neumann and Morgenstern, one derives that every decision maker has a certain distortion function \( w: [0, 1] \to \mathbb{R} \). The decision maker prefers a nonnegative outcome \( X \) over a nonnegative outcome \( Y \), if and only if

\[
\int_0^1 w(p) \, dF_X^{-1}(p) \leq \int_0^1 w(p) \, dF_Y^{-1}(p),
\]

where \( F_X^{-1} \) and \( F_Y^{-1} \) are the respective inverse function of the random variables \( X \) and \( Y \), to be defined more precisely in the next section. Hence another risk-averse model would be obtained by choosing convex non-decreasing distortion functions \( w_1: [0, 1] \to \mathbb{R} \), and \( w_{\xi_1}: [0, 1] \to \mathbb{R} \). Denoting the quantile functions of \( Q_1(x, \xi_1) \) and \( Q_2(y, \xi_2) \) by \( F_{x}^{-1} \) and \( F_{y,\xi_1}^{-1} \), respectively, we formulate the following decision problem with distortions:

\[
\begin{align*}
\min_x & \quad f_1(x) + \int_0^1 F_x^{-1}(t) \, dw_1(t) \quad \text{s.t } x \in \mathcal{X}_1. \\
\min_y & \quad f_2(y, \xi_1) + \int_0^1 F_{y,\xi_1}^{-1}(t) \, dw_{\xi_1}(t) \quad \text{s.t } y \in \mathcal{X}_2(x, \xi_1).
\end{align*}
\]

A natural risk-averse decision model based on the most recent developments in risk theory would involve a dynamic measure of risk, which is composed of two risk measures: \( \varrho_1: \mathcal{L}_1(\Omega, \mathcal{F}_1, P) \to \mathbb{R} \cup \{+\infty\} \) and \( \varrho_2: \mathcal{L}_1(\Omega, \mathcal{F}_2, P) \to \mathcal{L}_1(\Omega, \mathcal{F}_1, P) \). Here \( \mathcal{L}_1(\Omega, \mathcal{F}_t, P) \). \( t = 1, 2 \), stands for the random variables with finite first moments, indistinguishable if differing on sets of \( P \)-measure zero. The decision problem would have a form:

\[
\min_{x \in \mathcal{X}_1} f_1(x) + \varrho_1\left[ \inf_{y \in \mathcal{X}_2(x, \xi_1)} \left( f_2(y, \xi_1) + \varrho_2(\xi_1)[f_3(B(\xi_2)y, \xi_2)] \right) \right].
\]

Finally, we may adopt the point of view, that a random benchmark sequence \( V_1, V_2 \), adapted to \( \mathcal{F}_1, \mathcal{F}_2 \) is available, whose distribution is acceptable for the random costs resulting from the decision policy. We formulate the first stage problem requiring that \( Q_1(x, \cdot) \) at the optimal solution \( x \) is stochastically smaller than \( V_1 \) plus the projected future cost \( \mathbb{E}_1[V_2] \). This relation is denoted \( Q(x, \xi_1) \preceq
$V_1 + \mathbb{E}_1[V_2]$ for a suitably chosen stochastic order. The notation $V_2|\xi_1$ stands for the realizations of $V_2$ given the history $\xi_1$. At the second stage, we request that the cost $f_2(x, \xi_1) + Q_2(y, \xi_2)|\xi_1 \preceq V_1(\xi_1) + V_2|\xi_1$ for $\mathcal{F}_1$ a.a. realizations of $\xi_1$.

Second-order stochastic dominance is the most popular stochastic order when large outcomes are preferred due to its consistency with risk-averse preferences. In our context, the increasing convex order is an appropriate choice of a stochastic ordering relation because it is a counterpart of the second-order stochastic dominance when small outcomes are preferred. The problem takes on the form

$$\min_x f_1(x) + Q_1(x, \xi_1)$$

s.t. $Q_1(x_1, z_1) \leq V_1(\xi_1) + \mathbb{E}_1[V_2],
\quad x \in \mathcal{X}.\tag{8}$$

with $Q_1(x, \xi_1)$ being the optimal value of the problem

$$\min_y f_2(y, \xi_1) + Q_2(y, \xi_2)$$

s.t. $f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1 \preceq V_1(\xi_1) + V_2|\xi_1,$
\quad $y \in \mathcal{X}_2(x, \xi_1).\tag{9}$

and $Q_2(y, \xi_2) = f_3(B(\xi_2)y, \xi_2)$.

The goal of this paper is to analyze problem (8)–(9) and to show its relations to models (4), (6), and (7).

The paper is organized as follows. Section 2 contains the notions and background results necessary for our study, as well as some bibliographical remarks. In Section 3, we present the formulation of the problem, where the order relation is a relaxed second-order dominance expressed in terms of shortfall functions. We show sufficient conditions for the convexity of the problem and the existence of optimal policy. That problem formulation leads to duality with problems using expected utility functions as shown in Section 4. Another formulation of the extended two-stage problem with sequential dominance constraint is given in Section 5, where this formulation is analyzed and its relations to coherent measures of risk are established. Finally, we show that the formulation of the stochastic dominance constraint via integrated quantile functions leads to duality between problem (8)–(9) and (6). This analysis is carried out in Section 6.

2. Stochastic orders and measures of risk. Stochastic orders are widely used in statistics, insurance, and economics, see e.g. [17, 26, 34]. The order
known as the stochastic dominance relation of second order is the most popular comparison between random outcomes in those disciplines due to its consistency with risk-averse preferences. This relation compares scalar random variables; it is a key notion in plenitude of papers. However, the notions serving to compare random sequences are not so well established and the literature on that topic is scarce, despite the prevalence of decision problems for dynamical systems in practice. We refer the reader to the monographs [29, 20] for an overview on univariate stochastic orders and their generalizations to multiple random outcomes and processes; see also [27, 36, 37] for proposals on conditional stochastic orders for random sequences.

Optimization problems with stochastic dominance constraints were introduced in [5]. Optimality and duality conditions for convex optimization problems with stochastic dominance constraints were developed in [5, 6, 11]. We have shown that optimization with stochastic-order constraints relate to many other risk-averse models such as optimization using coherent measures of risk [8], utility functions [6], distortion [7], chance constraints, or Average (Conditional) Value-at-Risk constraints [9]. Classical two-stage problems with stochastic ordering constraints on the recourse function were considered in [15, 4]. In [10], a control problem with a so-called discounted stochastic dominance is analyzed. However, the relation used in that paper does not provide a time-consistent comparison. Order-constraints in dynamic optimization are discussed also in [10, 12, 13, 14, 16]. The proposal in [16] addresses the limiting distribution in an infinite-time horizon average-cost Markov decision problem. In [13, 14], time-consistent constraints are imposed in a manner akin to Average Value-at-Risk constraints for a multi-stage stochastic optimization problem. Average Value-at-Risk can be represented as the expected value of a nonlinear function, which facilitates the application of the theory and methods for risk-neutral optimization. Here, we follow the idea presented in [12] and study the problems in this special case in detail.

The right-continuous cumulative distribution function $F_Z(\eta)$ of a random variable $Z$ is defined as follows $F_Z(\eta) = P(Z \leq \eta)$ and the survival function is given by $\bar{F}_Z(\eta) = P(Z > \eta)$. The integrated distribution function $F^{(2)}_Z(\eta)$ and the integrated survival function $H_Z(\eta)$ are defined as follows:

\[
F^{(2)}_Z(\eta) = \int_{-\infty}^{\eta} F_Z(t) \, dt \quad \text{for } \eta \in \mathbb{R}
\]

\[
H_Z(\eta) = \int_{\eta}^{\infty} P(Z > t) \, dt \quad \text{for } \eta \in \mathbb{R}.
\]
Clearly, the functions $F_Z^{(2)}(\cdot)$ and $H_Z(\cdot)$ are finite everywhere whenever $Z$ is integrable.

**Definition 2.1.** A random variable $Z$ is stochastically smaller than a random variable $V$ with respect to the first order stochastic dominance (denoted $Z \preceq^{(1)} V$) if $\bar{F}_Z(\eta) \leq \bar{F}_V(\eta)$ for all $\eta \in \mathbb{R}$.

This relation also means that “$V$ is stochastically larger than $Z$” because $V$ takes larger values more frequently.

**Definition 2.2.** For two integrable random variables $V$ and $Z$,

- The variable $V$ is stochastically larger than $Z$ with respect to the second order stochastic dominance (denoted $Z \preceq^{(2)} V$) if $F_Z^{(2)}(\eta) \leq F_V^{(2)}(\eta)$ for all $\eta \in \mathbb{R}$.

- The variable $Z$ is stochastically smaller than $V$ with respect to the increasing convex order (denoted $Z \preceq_{ic} V$) if $H_Z(\eta) \leq H_V(\eta)$ for all $\eta \in \mathbb{R}$.

We shall use the notation $a_+ = \max(0, a)$ for $a \in \mathbb{R}$. Changing the order of integration in the definitions of the functions $F_Z^{(2)}(\cdot)$ and $H_Z(\cdot)$, we obtain the following equivalent representations and relation between the two notions (cf. also [20, 23, 4]):

\begin{align*}
(10) \quad V \preceq^{(2)} Z & \iff E(\eta - V)_+ \leq E[\eta - Z]_+, \quad \text{for all } \eta \in \mathbb{R}; \\
(11) \quad Z \preceq_{ic} V & \iff E(Z - \eta)_+ \leq E[V - \eta]_+, \quad \text{for all } \eta \in \mathbb{R}; \\
(12) \quad Z \preceq_{ic} V & \iff -Z \preceq^{(2)} -V.
\end{align*}

The second order stochastic dominance and the increasing convex ordering relation can also be characterized by quantile functions. Let $F_Z^{-1}(\cdot)$ be the left continuous inverse of the cumulative distribution function $F_Z(\cdot)$ defined by

$$
F_Z^{-1}(p) = \inf\{\eta : F_Z(\eta) \geq p\}, \quad 0 < p < 1.
$$

The absolute Lorenz function $L_Z : [0,1] \to \mathbb{R}$, introduced in the seminal work [19], is defined as the cumulative quantile function:

$$
L_Z(p) = \int_0^p F_Z^{-1}(t)dt \quad \text{for } 0 < p \leq 1.
$$

The definition of the function beyond the interval $(0,1]$ is extended by setting $L_Z(0) = 0$ and $L_Z(0) = \infty$ for $p \not\in [0,1]$. The Lorenz function is widely used
in economics for comparison of income streams. We define the upper Lorenz function as follows:

\[
\bar{L}_Z(p) = \int_p^1 F_Z^{-1}(t) \, dt \quad \text{for } 0 \leq p < 1,
\]

and extend it similarly: \( \bar{L}_Z(1) = 0, \) and \( \bar{L}_Z(p) = -\infty \) for \( p \notin [0,1] \). It is a concave function because its derivative is monotonically non-increasing.

Interestingly the integrated distribution (survival) function and the (upper) Lorenz function are related via conjugate duality. The following relations are known:

\[
L_Z(\cdot) \text{ and } F_Z^{(2)}(\cdot) \text{ are Fenchel conjugate functions (see [23, Theorem 3.1]. Similarly, } H_Z(\cdot) \text{ and } -\bar{L}_Z(\cdot + 1) \text{ are Fenchel conjugate functions ([4, Theorem 1]).}
\]

These results imply that relating the Lorenz functions of two integrable random variables provides equivalent characterizations of the respective stochastic ordering relations, i.e.,

\[
(14) \quad V \succeq (2) Z \iff L_V(p) \geq L_Z(p) \quad \text{for all } p \in [0,1];
\]

\[
(15) \quad Z \preceq \text{ic} V \iff \bar{L}_Z(p) \leq \bar{L}_V(p) \quad \text{for all } p \in [0,1].
\]

A general way of characterizing a stochastic order relation is to fix a family \( \mathcal{U} \) of functions \( u : \mathbb{R} \to \mathbb{R} \) and call a scalar random variable \( V \) stochastically larger than another random variable \( Z \) if

\[
(16) \quad \mathbb{E}[u(V)] \geq \mathbb{E}[u(Z)] \quad \text{for all } u \in \mathcal{U}.
\]

The family \( \mathcal{U} \) is called a generator of the order and the functions \( u \) are usually called utility functions. It is known that the generator is not uniquely determined and that every generator is a cone in a suitable functional space. The (maximal) generator of the second-order stochastic dominance relation consists of all non-decreasing concave functions, while the generator of the increasing convex order consists of all non-decreasing convex functions (c.f. [20]). Formulae (10) and (11) show the minimal generators of the two relations.

Now we introduce the notion of coherent measures of risk. A coherent measure of risk \( \varrho \) is a convex, monotonically increasing, and positively homogeneous functional defined on \( \mathcal{L}_p(\Omega, \mathcal{F}, P), p \in [1, \infty] \), which may take a real value \( \varrho[X] \) or \( +\infty \). It also satisfies, a certain translation property. More, precisely, the following holds for random variables expressing cost or losses, i.e, when small outcomes are preferred.

**[R1]** Convexity For all \( X, Y \in \mathcal{L}_p(\Omega, \mathcal{F}, P) \) and for all \( \alpha \in [0,1] \), we have \( \varrho[\alpha X + (1-\alpha)Y] \leq \alpha \varrho[X] + (1-\alpha) \varrho[Y] \).
(R2) **Monotonicity** If $X, Y \in \mathcal{L}_p(\Omega, \mathcal{F}, P)$ and $X \leq Y$ $P$-a.s., then $\varrho[X] \leq \varrho[Y]$.

(R3) **Translation Equivariance** If $a \in \mathbb{R}$ and $X \in \mathcal{L}_p(\Omega, \mathcal{F}, P)$, then $\varrho[X + a] = \varrho[X] + a$.

(R4) **Positive homogeneity** If $t > 0$ and $X \in \mathcal{L}_p(\Omega, \mathcal{F}, P)$, then $\varrho[tX] = t\varrho[X]$.

This concept was introduced in [1] for functionals $\varrho$ defined on $\mathcal{L}_\infty(\Omega, \mathcal{F}, P)$. For more information and further developments, we refer to [30] and the references therein. The probability space in the theory of measures of risk is typically assumed atomless, and we also adopt this assumption.

A key role is played by a measure called the Average Value at Risk at level $p$, where $p \in (0, 1]$. It is denoted $\text{AVaR}_p[\cdot]$ and it is also called Conditional Value at Risk. The **Value at Risk** of $X$ at level $p$ is defined as $\text{VaR}_p[X] = F^{-1}_X(1 - p)$.

The **Average Value at Risk** of $X$ at level $p$ can be expressed in several equivalent ways. We use

$$\text{AVaR}_p[X] = \int_0^1 \text{VaR}_{1-p}[X] dt = \frac{1}{p} \hat{L}_X(1 - p) = \inf \left\{ t + \frac{1}{p} \mathbb{E}[(X - \eta)_+] \right\}.$$ 

A measure of risk $\varrho$ is called **spectral** if a probability measure $\mu$ on $(0, 1]$ exists such that for all $X$

$$\varrho[X] = \int_0^1 \text{AVaR}_p[X] \mu(dp).$$

A coherent measures of risk $\varrho$ is called **law-invariant** if $\varrho[X] = \varrho[Y]$ whenever $X$ and $Y$ have the same distribution. The following fundamental result is first shown in [18] (see [30, Theorem 6.40] for the general setting). For an atomless space $\Omega$, every law invariant, finite-valued coherent measure of risk on $\mathcal{L}_p(\Omega, \mathcal{F}, P)$ is associated with a convex set $\mathcal{M}$ of probability measures on $(0, 1]$ such that for all $X \in \mathcal{L}_p(\Omega, \mathcal{F}, P)$ we have

$$\varrho[X] = \sup_{\mu \in \mathcal{M}} \int_0^1 \text{AVaR}_p[X] \mu(dp).$$

It is clear that every finite-valued law-invariant measure of risk is consistent with the increasing convex order, i.e., if $Z \leq_{ic} V$, then $\varrho[Z] \leq \varrho[V]$ (cf. [30, Theorem 6.51].)

To address evaluation of risk in a dynamic situation, we use the notion of a conditional risk mapping. A mapping $\rho : \mathcal{L}_1(\Omega, \mathcal{F}_2, P) \to \mathcal{L}_1(\Omega, \mathcal{F}_1, P)$ is a
coherent conditional risk mapping if it satisfies the modified axioms (R1), (R2), and (R4), in which the equations and inequalities are understood in the $\mathcal{F}_1$-almost sure sense and the axiom (R3) is modified as follows:

(R3') Predictable Translation Equivariance: If $Y \in L_1(\Omega, \mathcal{F}_1, P)$ and $Z \in L_1(\Omega, \mathcal{F}_2, P)$, then $\rho[Z + Y] = \rho[Z] + Y$ $\mathcal{F}_1$-a.s.

If the sigma algebra $\mathcal{F}_1$ is trivial, then the definition space can be identified with $\mathbb{R}$, and the notion of conditional risk mapping coincides with that of coherent risk measure.

3. Primal formulation properties. We shall consider several formulations of the increasing convex order constraints for integrable random vector $V = (V_1, V_2)$. We start with the primal (direct) formulation first.

\begin{align*}
(17) & \quad \min_x f_1(x) + Q_1(x, \xi_1) \\
(18) & \quad \text{s.t. } \mathbb{E}[(Q_1(x_1, \xi_1) - \eta)_+] \leq \mathbb{E}[(V_1 + \mathbb{E}_1[V_2] - \eta)_+], \quad \eta \in I_0; \\
(19) & \quad x \in \mathcal{X}_1.
\end{align*}

with $Q_1(x, \xi_1)$ being the optimal value of the problem

\begin{align*}
(20) & \quad \min_y f_2(y, \xi_1) + Q_2(y, \xi_2[2]) \\
(21) & \quad \text{s.t. } \mathbb{E}[(f_2(y, \xi_1) + Q_2(y, \xi_2[2])|\xi_1)_+] \leq \mathbb{E}[(V_1(\xi_1) + V_2|\xi_1, \xi_2)_+], \quad \eta \in I(\xi_1); \\
(22) & \quad y \in \mathcal{X}_2(x, \xi_1).
\end{align*}

and $Q_2(y, \xi_2[2]) = f_3(B(\xi_2)y, \xi_2)$. In this formulation, $I(\cdot)$ is a measurable multifunction with closed images in $\mathbb{R}$.

We make the following assumptions:

(A1) The functions $f_1(\cdot)$, $f_2(\cdot, \xi_1)$, $f_3(\cdot, \xi_2)$ are convex for a.a. $\xi_2$ and $f_2(x, \cdot)$, $f_3(B(\cdot)y, \cdot)$ are integrable for $\mathcal{F}_1$-a.a. measurable selections $y(\xi_1) \in \mathcal{X}_2(x, \xi_1)$ for $x \in \mathcal{X}_1$. Furthermore, $f_3(B(\xi_2), \xi_2)$ is bounded a.s. by an integrable constant $\kappa(\xi_2)$ for $\mathcal{F}_1$-a.a. $y \in \mathcal{Y}(\xi_1)$.

(A2) The sets $\mathcal{D}$ and $\mathcal{Y}(\xi_1)$ are nonempty, closed, and compact. The sets $\mathcal{Y}(\xi_1)$ are contained in a compact set $\mathcal{Y}_0$ for a.a. $\xi_1$ and for any feasible solution $x$, the feasible set of the second-stage problem is non-empty for a.a. $\xi_1$. 
(A3) One of the following is true: (a) The probability space $(\Omega, \mathcal{F}, P)$ is finite, the sets $\mathcal{D}$, $\mathcal{Y}(\xi_1)$ are polyhedral and all functions are random polyhedral functions; (b) The sets $I_0$ and $I(\xi_1)$ are compact and a decision policy $(\tilde{x}, \tilde{y}) \in \mathcal{X}_1 \times \mathcal{X}_2(\tilde{x}, \xi_1)$ exist such that the following holds

$$\sup_{\eta \in I(\xi_1)} \mathbb{E}_1[(f_2(\tilde{y}, \xi_1) + Q_2(\tilde{y}, \xi_2)|\xi_1 - \eta)_+ - (V_1(\xi_1) + V_2|\xi_1 - \eta)_+] < 0$$

for a.a. $\xi_1$;

$$\sup_{\eta \in I_0} \mathbb{E}[(Q_1(\tilde{x}, \xi_1) - \eta)_+ - (V_1 + \mathbb{E}_1[V_2] - \eta)_+] < 0,$$

We shall see in due course that Assumption (A1) ensures that the optimization problems at the first and the second stage are convex and are well-defined. Assumption (A2) ensures that the problems at the first and the second stage are solvable; the requirement that the feasible set at the second stage is non-empty for every feasible point at the first stage is known as relatively complete recourse. Assumption (A3) plays the role of a constraint qualification condition. In case (a), the optimization problems in both stages have polyhedral constraints. In case (b), the condition is a counterpart to the uniform dominance condition in [6]. In that case, the assumption means that it is possible to obtain a solution that is strictly smaller than the benchmark in the given range.

As the increasing convex order is relaxed in the case of general probability space, the generator of the relaxed order does not contain all convex non-decreasing function.

**Lemma 3.1.** Let $I = [a, b]$, where $a \in \mathbb{R} \cup \{-\infty\}$, $b \in \mathbb{R} \cup \{+\infty\}$, and consider the relaxation of the increasing convex order, in which (11) holds for all $\eta \in [a, b]$. The generator of this relaxation, $\mathcal{U}(I)$, consists of all convex non-decreasing functions $u(\cdot)$ satisfying the following conditions 1) $u(t) = 0$ for all $t \leq a$ if $a \in \mathbb{R}$ and 2) for all $t > b$, $u(t) = u(b) + c(t - b)$ with some constant $c > 0$ if $b < \infty$.

**Proof.** In [5], a relaxation of the second-order dominance is discussed, in which (10) is required only on a compact interval instead of the entire real line. The form of the generator for that relaxation consists of all concave non-decreasing function, which are constant above $b$ and linear below $a$. The statement can be proved in exactly the same way and the proof is omitted here. $\square$

The space of continuous functions on a compact set $I \subset \mathbb{R}$ is denoted by $C(I)$ and the set of regular countably additive non-negative measures on $I$, which have finite variation, is denoted by $\mathcal{M}(I)$. 
Theorem 3.2. Assume (A1) – (A3). Then problem (17)–(19) and problems (20)–(22) (for each fixed $\xi_1$) are convex problems. Furthermore, $Q_1(\cdot, \xi_1)$, $Q_1(\cdot, \xi_1)$, $Q_2(\cdot, \xi_2)$, $Q_2(\cdot, \xi_2)$ are convex and finite-valued for any measurable selection $(x, y(\xi_1)) \in X_1 \times X_2(x, \xi_1)$.

Proof. We observe that given $\xi_1$, $Q_2(y, \xi_2) = f_3(B(\xi_2)y, \xi_2)$ is a finite-valued convex function with respect to $y$ for a.a. $\xi_2$ by (A1). Furthermore, $|Q_2(y, \xi_2)| \leq \kappa(\xi_2)$ by (A2) and, hence, $Q_2(\cdot, \xi_2)$ is finite-valued and convex. The function $y \mapsto (f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1 - \eta)^\pi$ is convex for $\mathcal{F}_2$-a.a. $\xi_2$ and any fixed $\eta$. Thus, the mapping $y \mapsto \mathbb{E}_1[(f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1 - \eta)^\pi]$ is convex for any fixed $\eta$, which entails that the set

$$
Y(\xi_1) = \left\{ y \in \mathbb{R}^m : \mathbb{E}_1[(f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1 - \eta)^\pi] \leq \mathbb{E}_1[(V_1(\xi_1) + V_2|\xi_1 - \eta)^\pi] \right\}
$$

is convex. It is also closed due to the continuity of the constraint function. The set $Y(\xi_1)$ is a compact convex set, which together with assumption (A2) implies that the feasible set of the second-stage problem is non-empty, convex, and compact. Thus, the second-stage problem is a convex optimization problem, which is solvable. This implies that $Q_1(\cdot, \xi_1)$ is finite-valued.

We define the function

$$
\varphi(y, \xi_1) = f_2(y, \xi_1) + Q_2(y, \xi_2) + 1_B(y, \xi_1),
$$

where $1_B$ is the indicator function of convex analysis and the set $B$ is determined by the constraints (21) and $y \in Y(\xi_1)$. Observe that $\varphi(\cdot, \xi_1)$ is convex. We assign Lagrange multipliers $\pi$ to the constraint $Wy = h(\xi_1) - T(\xi_1)x$ and obtain the dual function to this partial Largrangian relaxation of problem (20)-(22). The dual function has the following form:

$$
L_D(\pi, \xi_1) = \min_y \left( \varphi(y, \xi_1) + \pi^\top (h(\xi_1) - T(\xi_1)x - Wy) \right)
$$

$$
= \pi^\top (h(\xi_1) - T(\xi_1)x) - \max_y \left( \pi^\top Wy - \varphi(y, \xi_1) \right) = \pi^\top (h(\xi_1) - T(\xi_1)x) - \varphi^*(W^\top \pi)
$$

At the right-hand side, $\varphi^*$ is the Fenchel conjugate of $\varphi$. The dual problem is

$$
\max_\pi L_D(\pi, \xi_1).
$$

Duality relation holds due to the convexity of the problems. Hence,

$$
Q_1(x, \xi_1) = \max_\pi \left( \pi^\top (h(\xi_1) - T(\xi_1)x) - \varphi^*(W^\top \pi) \right).
$$
This implies, that \( Q_1(\cdot, \xi_1) \) is a convex function. It remains to show that \( Q_1(x, \cdot) \) is integrable. This will imply that \( Q_1(\cdot) \) is convex and finite valued. Under assumption (A3) in case (a), the integrability is obvious. In the case (b), \( Q_1(\tilde{x}, \cdot) \) is integrable and due to the compactness of \( D \) and the convexity of \( Q_1(\cdot, \xi_1) \), we have

\[
Q_1(x, \xi_1) \leq Q_1(\tilde{x}, \xi_1) + L \| x - \tilde{x} \| \leq Q_1(\tilde{x}, \xi_1) + L_0,
\]

where \( L \) is the Lipschitz constant for \( Q_1(\cdot, \xi_1) \) and the constant \( L_0 \) results from the compactness of \( D \). Thus, \( Q_1(x, \xi_1) \) has an integrable upper bound. On the other hand, for a point \( x \in X_1 \), a multiplier \( \pi(\xi_1) \) exists such that

\[
Q_1(x, \xi_1) \geq \phi(\tilde{y}(\xi_1), \xi_1) + \pi^\top (h(\xi_1) - T(\xi_1)x - W\tilde{y}(\xi_1))
\]

\[
\geq f_2(\tilde{y}(\xi_1), \xi_1) + Q_2(\tilde{y}(\xi_1), \xi_2) + \pi^\top (h(\xi_1) - T(\xi_1)x - W\tilde{y}(\xi_1))
\]

\[
\geq f_2(\tilde{y}(\xi_1), \xi_1) - \mathbb{E}_1[\kappa(\xi_2)] + \pi^\top T(\xi_1)(\tilde{x} - x)
\]

\[
\geq f_2(\tilde{y}(\xi_1), \xi_1) - \mathbb{E}_1[\kappa(\xi_2)] - \| \pi \| \| \tilde{x} - x \| \| T(\xi_1) \|.
\]

Due to the integrability requirement in (A1) and the compactness assumptions in (A2), we conclude that \( Q_1(x, \xi_1) \) has an integrable lower bound. Hence, \( Q_1(x, \xi_1) \) is integrable. This completes the proof. \( \square \)

4. Relations between order-constraint problems and expected utility problems. The following lemma is a counterpart of a result shown in [5]; we also prove slightly more general form of the statement.

Lemma 4.1. Let \( I = [a, b] \subseteq [-\infty, \infty] \). There is an one-to-one correspondence between measures \( \nu \in \mathcal{M}(I) \) and utility functions \( u \in \mathcal{U}(I) \) so that

\[
\int_I \mathbb{E}[(X - \eta)_+] \nu(d\eta) = \mathbb{E}[u(X)]
\]

holds for all integrable random variables \( X \).

Proof. Given a measure \( \mu \in \mathcal{M}(I) \), we define a function \( u : \mathbb{R} \to \mathbb{R} \) as follows:

\[
u(t) = \begin{cases} \int_a^t \mu([a, \tau]) \, d\tau & t > a, \\ 0 & t \leq a. \end{cases}
\]

Since \( \mu \geq 0 \), the function \( \mu([a, \cdot]) \) is nonnegative and non-decreasing, which implies that \( u(\cdot) \) is nondecreasing and convex.
For an integrable random variable $X$ and a positive constant $M$, we have

\[
\int_a^b H_X(\eta) \, d\mu(\eta) = \int_a^b \int_0^M \bar{F}_X(t) \, dt \, d\mu(\eta) + H_X(M)\mu([a, b])
\]

\[
= \int_a^M \int_a^t \, d\mu(\eta)\bar{F}_X(t) \, dt + H_X(M)\mu([a, b])
\]

\[
(25)
\]

We can rewrite (25) as

\[
\int_a^b H_X(\eta) \, d\mu(\eta) = \int_a^M \bar{F}_X(t) \, du(t) + H_X(M)\mu([a, b]).
\]

Notice that $u(\cdot)$ is absolutely continuous and $\bar{F}_X(t)$ is monotonic. Thus, we can integrate by parts to obtain

\[
\int_a^M \bar{F}_X(t) \, du(t) = \int_a^M 1 - F_X(t) \, du(t) = u(M) - u(a) - \int_a^M F_X(t) \, du(t)
\]

\[
= u(M) - F_X(M) \, u(M) + F_X(a) \, u(a) + \int_a^M u(t) \, dF_X(t)
\]

\[
= P(X \geq M)u(M) + \mathbb{E}[u(X)] - \mathbb{E}[u(X)1_{\{X \geq M\}}].
\]

The last two equations together yield

\[
(26)
\]

\[
\int_a^b H_X(\eta) \, d\mu(\eta) = \mathbb{E}[u(X)] + u(M) - P(X \leq M)u(M)
\]

\[
- \mathbb{E}[u(X)1_{\{X \geq M\}}] + H_X(M)\mu([a, b]).
\]

Let $M \to \infty$. Since $\mathbb{E}|X| < \infty$ and the derivative of $u(t)$ is bounded as $t \to \infty$, we obtain

\[
\lim_{M \to \infty} \mathbb{E}[u(X)1_{\{X \geq M\}}] = 0.
\]

Using the monotonicity of $u$ we also have

\[
u(M) \, P[X \geq M] \leq \mathbb{E}[u(X)1_{\{X \geq M\}}] \to 0, \text{ as } M \to \infty.
\]

Consequently, passing to the limit in (26), we obtain the representation in (24).
Now, let a function \( u \in \mathcal{U}(I) \) be given. Then the right derivative of \( u \),
\[
u_+(t) = \lim_{\tau \to t^+} \frac{u(t) - u(\tau)}{t - \tau},
\]
is well-defined, nondecreasing and continuous from the right. Theorem 12.4 of [2] implies that a unique regular nonnegative measure \( \mu \) exists such that
\[
\mu([a, t]) = u_+(t).
\]
Hence, the stated correspondence is established. \( \square \)

We now show optimality conditions for the two-stage problem, which exhibit its relation to models with utility functions.

**Theorem 4.2.** Assume conditions \((A1) - (A3)\). A feasible policy consisting of a point \( \hat{x} \in X_1 \) and a measurable selection \( \hat{y} \in X_2(\hat{x}, \xi_1) \) is optimal for problem \((17)-(22)\) if and only if functions \( \hat{u} \in \mathcal{U}(I) \) and \( \hat{u}_{\xi_1} \in \mathcal{U}(I(\xi_1)) \) exist such that the policy is also optimal for the following problem
\[
\min_x f_1(x) + \mathbb{E}[\hat{Q}_1(x, \xi_1)] + \mathbb{E}[\hat{u}(\hat{Q}_1(x, \xi_1))] - \mathbb{E}[\hat{u}(V_1 + \mathbb{E}_1[V_2])]
\]
\[
s.t. \ x \in X_1,
\]
where \( \hat{Q}_1(x, \xi_1) \) is the optimal value of the problem
\[
\min_y f_2(y, \xi_1) + Q_2(y, \xi_2) + \mathbb{E}_1[\hat{u}_{\xi_1}(f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1)] - \mathbb{E}_1[\hat{u}_{\xi_1}(V_1 + \mathbb{E}_1[V_2])]
\]
\[
s.t. \ y \in X_2(x, \xi_1).
\]
and, additionally,
\[
\mathbb{E}_1[\hat{u}_{\xi_1}(f_2(\hat{x}, \xi_1) + Q_2(\hat{y}, \xi_2)|\xi_1)] = \mathbb{E}_1[\hat{u}_{\xi_1}((V_1 + V_2)|\xi_1)] \quad \mathcal{F}_1 - a.s.
\]
\[
\mathbb{E}[\hat{u}(\hat{Q}_1(\hat{x}, \xi_1))] = \mathbb{E}[\hat{u}(V_1 + \mathbb{E}_1[V_2])].
\]
Conversely, if an optimal policy \((\hat{x}, \hat{y})\) for problem \((27)-(28)\) is feasible for problem \((17)-(22)\) and satisfies \((29)\), then \((\hat{x}, \hat{y})\) is optimal for problem \((17)-(22)\).

**Proof.** We define the operators \( \Gamma(y, \xi_1) : X_1 \to C(I_{\xi_1}) \) by setting for any \( \eta \in I_{\xi_1} \)
\[
\Gamma(y, \xi_1)(\eta) = \mathbb{E}_1[(f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1 - \eta)] - ((V_1 + V_2)|\xi_1 - \eta).
\]
The second-stage problem is reformulated in the following abstract way:
\[
\min_y f_2(y, \xi_1) + Q_2(y, \xi_2)
\]
\[
s.t. \ \Gamma(y, \xi_1) \in \mathcal{K}(\xi_1),
\]
\[
y \in X_2(x, \xi_1)
\]
Here $\mathcal{K}(\xi_1)$ denotes the cone of the non-positive continuous functions defined on $I_{\xi_1}$.

It follows as in the proof of Theorem 3.2 that the operator $\Gamma$ is convex with respect to the cone $\mathcal{K}(\xi_1)$, that is, for any $y^1, y^2$ in $\mathcal{X}_2(x, \xi_1)$ and all $\lambda \in [0, 1],

$$\Gamma(\lambda y^1 + (1 - \lambda) y^2, \xi_1) - [\lambda \Gamma(y^1, \xi_1) + (1 - \lambda) \Gamma(y^2, \xi_1)] \in \mathcal{K}(\xi_1).$$

Hence, for every $\xi_1$, problem (30) is a convex optimization problem with an operator constraint. The dual space to the space of continuous functions is the space of all countably additive regular measures on $I(\xi_1)$ due to the Riesz representation theorem. The following partial Lagrangian is formulated:

$$\Lambda(y, \mu, \xi_1) = f_2(y, \xi_1) + Q_2(y, \xi_{[2]}) + \int_{I(\xi_1)} \Gamma(y, \xi_1)(\eta) \mu(d\eta, \xi_1)$$

with $\mu(\xi_1) \in \mathcal{M}[I(\xi_1)]$. Note that our constraint qualification condition is equivalent to Robinson’s condition as shown in [6]. Using the optimality conditions in Banach spaces, we infer that at the optimal solution $\hat{y}$, measures $\hat{\mu}(\xi_1)$ exist such that

$$\Lambda(\hat{y}, \hat{\mu}(\xi_1), \xi_1) = \min_{y \in \mathcal{X}_2(x, \xi_1)} \Lambda(y, \hat{\mu}(\xi_1), \xi_1)$$

$$\int_{I_{\xi_1}} \Gamma(\hat{y}, \xi_1)(\eta) \hat{\mu}(d\eta, \xi_1) = 0.$$

Now, we apply Lemma 4.1 to the measure $\hat{\mu}(\xi_1)$ and transform the term

$$\int_{I_{\xi_1}} \Gamma(\hat{y}, \xi_1)(\eta) \hat{\mu}(d\eta, \xi_1) = E_1[\hat{u}_{\xi_1}(f_2(y, \xi_1) + Q_2(y, \xi_{[2]}|\xi_1) - \hat{u}_{\xi_1}((V_1 + V_2)|\xi_1)]$$

We obtain that problem (28) is a Lagrangian-like relaxation of problem (20)–(22). Let $\hat{Q}_1(x, \xi_1)$ be the optimal value of (28). Due to the convexity assumptions, we obtain that problem (20)–(22) and problem (28) are equivalent and their optimal value coincide. We consider now the first-stage problem (17)–(19). In exactly the same way, we show that a utility function $\hat{u} \in \mathcal{U}(\mathcal{I}_0)$ exists, so that that problem (17)–(19) is equivalent to

$$\min_x f_1(x) + E[Q_1(x, \xi_1)] + E[\hat{u}(Q_1(x_1, \xi_1))] - E[\hat{u}(V_1 + E_1[V_2])]$$

$$\text{s.t. } x \in \mathcal{X}_1.$$
We could substitute $\hat{Q}_1(x, \xi_1)$ for $Q_1(x, \xi_1)$ in (34) to obtain a more explicit form of the objective function of problem (27). We obtain,

$$
\begin{align*}
&f_1(x) + Q_1(y, \xi_2) + \mathbb{E} \left[ \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (f_2(y, \xi_1) + Q_2(y, \xi_2) | \xi_1) \right] - \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (V_1 + V_2 | \xi_1) \right] \right] \\
&+ \mathbb{E} \left[ \hat{u} (f_2(y, \xi_1) + Q_2(y, \xi_2) + \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (f_2(y, \xi_1) + Q_2(y, \xi_2) | \xi_1) \right] \right] \\
&- \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (V_1 + V_2 | \xi_1) \right] \right] - \mathbb{E} \left[ \hat{u} (V_1 + \mathbb{E}_1[V_2]) \right] 
\end{align*}
$$

The optimal solution of the first-stage problem will not change, if we optimize the following objective at the first stage:

$$
\begin{align*}
&f_1(x) + Q_1(y, \xi_2) + \mathbb{E} \left[ \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (Q_1(x, \xi_1) | \xi_1) \right] - \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (V_1 + V_2 | \xi_1) \right] \right] \\
&+ \mathbb{E} \left[ \hat{u} (Q_1(x, \xi_1) + \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (Q_1(x, \xi_1) | \xi_1) \right] - \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (V_1 + V_2 | \xi_1) \right] \right]. 
\end{align*}
$$

Similarly, we could drop the term $\mathbb{E}_1 \left[ \hat{u}_{\xi_1} (V_1 + V_2 | \xi_1) \right]$ from the second-stage problem without changing the optimal solution $\hat{y}(\xi)$. Hence, using the modified objective of the second stage and with slight abuse of notation, we could consider the following objective at the first stage:

$$
\begin{align*}
&f_1(x) + Q_1(y, \xi_2) + \mathbb{E} \left[ \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (f_2(y, \xi_1) + Q_2(y, \xi_2) | \xi_1) \right] \right] \\
&+ \mathbb{E} \left[ \hat{u} (f_2(y, \xi_1) + Q_2(y, \xi_2) + \mathbb{E}_1 \left[ \hat{u}_{\xi_1} (f_2(y, \xi_1) + Q_2(y, \xi_2) | \xi_1) \right] \right] 
\end{align*}
$$

As we see, this modification brings us closer to the utility formulation problem (4), although the two problems are not equivalent. Notice that we have a composition of utility functions, which is in line with the theory on sequential preferences but it is impossible to construct upfront; in our case it is implied by the benchmark process.

5. Inverse formulation and relations to measures of risk.

Now we consider the inverse formulation of the increasing convex order for the random sequence $V = (V_1, V_2)$, which uses the upper Lorenz function. For clarity, we shall denote its value at $p \in [0, 1]$ for a random variable $Z$ as $\bar{L}(Z, p)$. Let now $J_0 \subset (0, 1)$ be a closed interval and $J(\xi_1)$ be a $\mathcal{F}_1$-measurable multifunction with closed images in $(0, 1)$.

$$
(36) \min_x f_1(x) + \mathbb{E}[\Phi(x, \xi_1)]
$$
s.t. $\tilde{L}(\Phi(x_1, \xi_1), p) \leq \tilde{L}(V_1 + \mathbb{E}[V_2], p), \quad p \in J_0$; \hfill (37)

$x \in X_1$. \hfill (38)

with $\Phi(x, \xi_1)$ being the optimal value of the problem

\begin{align*}
\min_y f_2(y, \xi_1) &+ \mathbb{E}[Q_2(y, \xi_2) | \xi_1] \hfill (39) \\
\text{s.t.} &\tilde{L}(f_2(y, \xi_1) + Q_2(y, \xi_2) | \xi_1, p) \leq \tilde{L}(V_1(\xi_1) + V_2 | \xi_1, p), \quad p \in J(\xi_1); \hfill (40) \\
y &\in X_2(x, \xi_1). \hfill (41)
\end{align*}

and $Q_2(y, \xi_2) = f_3(B(\xi_2)y, \xi_2)$.

We augment assumption (A3) to the following:

(A4) One of the following is true: (a) The probability space $(\Omega, \mathcal{F}, P)$ is finite and the sets $\mathcal{D}, \mathcal{Y}(\xi_1)$ are polyhedral; (b) A decision policy $(\tilde{x}, \tilde{y}) \in X_1 \times X_2(\tilde{x}, \xi_1)$ exist such that the following holds

\begin{align*}
\sup_{p \in J(\xi_1)} \tilde{L}(f_2(y, \xi_1) + Q_2(y, \xi_2) | \xi_1, p) - \tilde{L}(V_1(\xi_1) + V_2 | \xi_1, p) < 0 \quad &\text{for a.a. } \xi_1; \hfill \\
\sup_{\eta \in J_0} \tilde{L}(Q_1(x_1, \xi_1), p) - \tilde{L}(V_1 + \mathbb{E}[V_2], p) < 0. \hfill
\end{align*}

Lemma 5.1. For every $p \in (0, 1)$, the function $\tilde{L}(\cdot, p)$ is convex, monotonic (w.r. to the almost sure order), and positively homogeneous on $L_1(\Omega, \mathcal{F}, P)$.

Proof. It is proved in [7, Lemma 2] that for every $p \in (0, 1)$ the mapping $X \mapsto L_X(p)$ is concave and positively homogeneous on $L_1(\Omega, \mathcal{F}, P)$. Thus, $X \mapsto \tilde{L}(X, p) = \mathbb{E}[X] - L_X(p)$ is convex and positively homogeneous on $L_1(\Omega, \mathcal{F}, P)$ for every $p \in (0, 1)$. It follows directly from the definition that $\tilde{L}(X, p) \leq \tilde{L}(Y, p)$ whenever $X \leq Y$ a.s. □

Lemma 5.2. Assume (A1), (A2) and (A4). Then problem (36)–(38) and problems (39)–(41) (for each fixed $\xi_1$) are convex problems. Furthermore, the functions $\Phi(\cdot, \xi_1)$ and $\mathbb{E}[\Phi(\cdot, \xi_1)], Q_2(\cdot, \xi_2), Q_2(\cdot, \xi_2)$ are convex and finite-valued for all feasible points.

Proof. The functions $Q_2(\cdot, \xi_2), Q_2(\cdot, \xi_2)$ are the same as in the direct formulation and, therefore, they are convex and finite-valued by virtue of Theorem 3.2. Due to Lemma 5.1, the feasible set determined by constraint (37) is convex and so are the sets determined by constraint (40) for each $\xi_1$. With this observations in mind, the proof of the statement follows exactly the same line of arguments as in Theorem 3.2. □
We now establish a form of necessary conditions of optimality for this formulation of the extended two-stage problem, which demonstrate the relation of the problem to models with measures of risk.

**Theorem 5.3.** Assume conditions (A1), (A2), and (A4). If feasible policy consisting of a point \( \hat{x} \in X_1 \) and a measurable selection \( \hat{y} \in X_2(\hat{x}, \xi_1) \) is optimal for problem (36)–(41), then \( \kappa_0 \geq 0 \), and \( \kappa(\xi_1) \geq 0 \) (\( F_1 \)-a.s.) exist, along with a coherent measure of risk \( \hat{\sigma} : L_1(\Omega, F_1, P) \to \mathbb{R} \) and a conditional risk mapping \( \hat{\sigma}_2 : L_1(\Omega, F_2, P) \to L_1(\Omega, F_1, P) \) such that the policy is also optimal for the following problem:

\[
\min_x f_1(x) + \mathbb{E}[\Phi_1(x, \xi_1)] + \kappa_0 \hat{\sigma}[\Phi_1(x_1, \xi_1)] - \kappa_0 \hat{\sigma}[V_1 + \mathbb{E}_1[V_2]]
\]

s.t. \( x \in X_1 \).

where \( \Phi_1(x, \xi_1) \) is the optimal value of the problem

\[
\min_y f_2(y, \xi_1) + Q_2(y, \xi_{[2]} + \kappa(\xi_1) \hat{\sigma}_{\xi_1} [f_2(y, \xi_1) + Q_2(y, \xi_{[2]})] - \kappa(\xi_1) \hat{\sigma}_{\xi_1} [V_1(\xi_1) + V_2|\xi_1] s.t. \ y \in X_2(x, \xi_1).
\]

Additionally,

\[
\kappa(\xi_1) \hat{\sigma}_{\xi_1} [f_2(y, \xi_1) + Q_2(y, \xi_{[2]})] = \kappa(\xi_1) \hat{\sigma}_{\xi_1} [V_1(\xi_1) + V_2|\xi_1] \ \ F_1\text{-a.s.}
\]

\[
\kappa_0 \hat{\sigma}[\Phi_1(x_1, \xi_1)] = \kappa_0 \hat{\sigma}[V_1 + \mathbb{E}_1[V_2]].
\]

**Proof.** We define now the operators \( \tilde{\Gamma}(y, \xi_1) : X_2(x, \xi_1) \to C(J_{\xi_1}) \) by setting

\[
\tilde{\Gamma}(y, \xi_1)(p) = \tilde{L}(f_2(y, \xi_1) + Q_2(y, \xi_{[2]})) p, V_1(\xi_1) + V_2|\xi_1,
\]

The second-stage problem takes on the form:

\[
\min_y f_2(y, \xi_1) + Q_2(y, \xi_{[2]})
\]

s.t. \( \tilde{\Gamma}(y, \xi_1) \in \tilde{\mathcal{K}}(\xi_1), y \in X_2(x, \xi_1) \)

Here \( \tilde{\mathcal{K}}(\xi_1) \) is the cone of the non-positive continuous functions defined on \( J_{\xi_1} \).

It follows from Lemma 5.1 that the operator \( \tilde{\Gamma} \) is convex with respect to the cone \( \tilde{\mathcal{K}}(\xi_1) \). Hence, for every realization of \( \xi_1 \), problem (45) is a convex
optimization problem with an operator constraint. Using the Riesz representation theorem again, we formulate the following partial Lagrangian:

\[ \tilde{\Lambda}(y, \nu, \xi_1) = f_2(y, \xi_1) + Q_2(y, \xi_\[2\]) + \int_{J(\xi_1)} \tilde{\Gamma}(y, \xi_1)(p) \nu(dp, \xi_1) \]

with \(\nu(\xi_1) \in \mathcal{M}[J(\xi_1)]\). Assumption (A4) provides a constraint qualification condition, which is equivalent to Robinson’s condition by the same argument as before. The optimality conditions in Banach spaces imply that at the optimal solution \(\hat{y}\), measures \(\hat{\nu}(\xi_1)\) exist such that

\[ \hat{\Lambda}(\hat{y}, \hat{\nu}(\xi_1), \xi_1) = \min_{y \in X_2} \Lambda(y, \hat{\nu}(\xi_1), \xi_1) \]

\[ \int_{J(\xi_1)} \tilde{\Gamma}(\hat{y}, \xi_1)(\eta) \hat{\nu}(d\eta, \xi_1) = 0. \]

We extend the measure \(\hat{\nu}(\xi_1)\) to the entire interval \([0, 1]\) by setting the measure of any measurable subset \(A\) of \([0, 1]\) to be equal to \(\hat{\nu}(A \cap J(\xi_1), \xi_1)\) or zero if the intersection is empty. Further, we define \(\kappa(\xi_1) = \int_0^1 t\hat{\nu}(dt, \xi_1)\) and a measure \(\hat{\mu}(\xi_1)\) such that

\[ \hat{\mu}(dp, \xi_1) = \begin{cases} \kappa^{-1}p\hat{\nu}(dp, \xi_1) & \text{if } \kappa > 0 \\ dp & \text{if } \kappa = 0. \end{cases} \]

Observe that \(\mu\) is a probability measure. Indeed, it is non-negative because \(\hat{\nu}(\xi_1)\) is nonnegative and

\[ \int_0^1 \kappa^{-1}(\xi_1)p\hat{\nu}(dp, \xi_1) = \kappa^{-1}(\xi_1) \int_0^1 p\hat{\nu}(dp, \xi_1) = 1. \]

For any random variable \(Z \in L_1(\Omega, \mathcal{F}, P)\), we define the spectral measure of risk

\[ \varrho_{\xi_1}[Z] = \int_0^1 \text{AVaR}_p[Z]\hat{\mu}(dp, \xi_1). \]

The following transformation holds:

\[ \int_0^1 \tilde{L}(Z, p)\hat{\nu}(dp, \xi_1) = \int_0^1 \frac{1}{p}\tilde{L}(Z, p)p\hat{\nu}(dp, \xi_1) = \kappa(\xi_1) \int_0^1 \text{AVaR}_p[Z]\hat{\mu}(dp, \xi_1) = \kappa(\xi_1) \varrho_{\xi_1}[Z]. \]
Substituting this formula into (48), we obtain that the complementarity condition can be re-written as

$$\kappa(\xi_1)g_{\xi_1} [f_2(y, \xi_1) + Q_2(y, \xi_2)] = \kappa(\xi_1)g_{\xi_1} [V_1(\xi_1) + V_2|\xi_1]$$

Substituting (49) into (46) yields that $\hat{y}$ is also an optimal solution to the problem with the following objective

$$f_2(y, \xi_1) + Q_2(y, \xi_2) + \kappa(\xi_1)\left( g_{\xi_1} [f_2(y, \xi_1) + Q_2(y, \xi_2)] - g_{\xi_1} [V_1(\xi_1) + V_2|\xi_1] \right)$$

subject to the constraint (41). Due to the convexity assumptions, we obtain that problem (39)-(41) and problem (43) are equivalent and their optimal value satisfy

$$\hat{\Phi}(x, \xi_1) = \Phi(x, \xi_1) + \kappa(\xi_1)g_{\xi_1} [V_1(\xi_1) + V_2|\xi_1]$$

We turn now to the first-stage problem (36)–(38). In exactly the same way, we show that a constant $\kappa_0$ and a spectral risk measure $\hat{\rho}$ exist such that that problem is equivalent to

$$\min_{x \in \mathcal{X}_1} f_1(x) + \mathbb{E}[\Phi_1(x, \xi_1)] + \kappa_0 \left( \hat{\rho}[\Phi_1(x_1, \xi_1)] - \hat{\rho}[V_1 + \mathbb{E}_1[V_2]] \right)$$

This completes the proof. □

Substituting the equivalent representation of $\Phi$, we obtain that problem (36)–(38) is equivalent to

$$\min_{x \in \mathcal{X}_1} f_1(x) + \mathbb{E}[\Phi_1(x, \xi_1)] + \kappa_0 \left( \hat{\rho}[\Phi_1(x_1, \xi_1)] - \hat{\rho}[V_1 + \mathbb{E}_1[V_2]] \right)$$

s.t. $x \in \mathcal{X}_1$, $y \in \mathcal{X}_2(x, \xi_1)$.

However, we may observe that $\hat{y}$ is also an optimal solution to the following problem:

$$\hat{\Phi}(x, \xi_1) = \min_y f_2(y, \xi_1) + Q_2(y, \xi_2) + \kappa(\xi_1)g_{\xi_1} [f_2(y, \xi_1) + Q_2(y, \xi_2)]$$

(50)

s.t. $y \in \mathcal{X}_2(x, \xi_1)$.

Substituting now the expression of $\hat{\Phi}$ as an argument of $\hat{\rho}$ and dropping the term $\kappa_0 \hat{\rho}[V_1 + \mathbb{E}_1[V_2]]$, which does not depend on $x$, we obtain a problem that has a similar structure to that of problem (7) formulated in the introduction. The two problems are, however, not equivalent.
6. Relations to distortions. Let us denote $\mathcal{W}$ the set of all convex nondecreasing functions $w : [0, 1] \to \mathbb{R}$, which are subdifferentiable at 1. The following characterization is shown in [7]. For two random variables $X, Y \in \mathcal{L}_1(\Omega, \mathcal{F}, P)$ the relation $X \succeq (1) Y$ holds if and only if
\begin{equation}
1 \int_0^1 F_X^{-1}(p) \, dw(p) \geq 1 \int_0^1 F_Y^{-1}(p) \, dw(p),
\end{equation}
for all continuous nondecreasing functions $w : [0, 1] \to \mathbb{R}$. The relation $X \succeq (2) Y$ holds if and only if (51) is satisfied for all functions $w \in \mathcal{W}$. Additionally, a one-to-one correspondence between non-negative measures on $[0, 1]$ and functions $w \in \mathcal{W}$ is established.

Consider $[\alpha, \beta] \subseteq [0, 1], \alpha < \beta$, and the set $\mathcal{W}([\alpha, \beta])$ of convex and nondecreasing functions $w : [0, 1] \to \mathbb{R}$ such that $w(p) = 0$ for all $p \in [0, \alpha]$ and $w(p) = w(\beta) + c(p - \beta)$, with some $c > 0$, for all $p \in [\beta, 1]$. It is evident that $\mathcal{W}([\alpha, \beta])$ is a convex cone in $C([0, 1])$ and $\mathcal{W}([\alpha, \beta]) \subset \mathcal{W}$.

In a way analogous to [7], we can show the following lemma, which is a counterpart of Lemma 4.1. We shall provide the proof for completeness and for the sake of convenience of the reader.

**Lemma 6.1.** Let $J = [\alpha, \beta] \subseteq [0, 1]$ be given. There is an one-to-one correspondence between measures $\nu \in \mathcal{M}(J)$ and distortion functions $w \in \mathcal{W}(J)$ so that
\begin{equation}
\int_\alpha^\beta \bar{L}_X(p) \, d\nu(p) = \int_0^1 F_X^{-1}(p) \, dw(p),
\end{equation}
holds for all integrable random variables $X$.

**Proof.** Given a measure $\nu \in \mathcal{M}(J)$, we can extend it to the interval $[0, 1]$ by assigning zero mass to sets not interesting $[\alpha, \beta]$. The extension is denoted $\bar{\nu}$. The function $\xi_\nu(\tau) = \bar{\nu}([0, 1 - \tau])$ and the function $w : [0, 1] \to \mathbb{R}$ is defined as follows:
\[ w(p) = \int_0^1 \xi_\nu(\tau) \, d\tau = \int_0^p \xi_\nu(1 - t) \, dt. \]
The derivative $w'(p) = \xi_\nu(1 - p) = \bar{\nu}([0, p])$. The property $\nu \geq 0$ entails that the function $t \to \xi_\nu(1 - t)$ is nonnegative and nondecreasing, which implies that $w(\cdot)$ is nondecreasing and convex. The left derivative $w'_-(1) = \bar{\nu}([0, 1])$ is finite,
implying that \( w \) is subdifferentiable at \( p = 1 \) and, thus, \( w \in \mathcal{W} \). If \( \beta < 1 \), then the derivative \( w'(p) = \nu(J) \) for all \( p \in [\beta, 1) \). If \( \alpha > 0 \), then the derivative \( w'(p) = 0 \) for all \( p \in (0, \alpha) \) and \( w(\alpha) = \int_0^\alpha \tilde{\nu}([0, t]) \, d\tau = 0 \). Hence, \( w \in \mathcal{W}(J) \).

For the opposite direction, let \( w \in \mathcal{W}(J) \). Hence, the right derivative of \( w \),

\[
w'_+(p) = \lim_{\tau \downarrow p} \frac{w(\tau) - w(p)}{\tau - p}, \quad p \in [0, 1),
\]
is well-defined, nondecreasing and right-continuous. Using [2, Theorem 12.4] again, we infer the existence of a unique regular nonnegative measure \( \nu \) on \([0, 1]\) satisfying

\[
\nu([0, p]) = \begin{cases} w'_+(p) & \text{for } p \in [0, 1), \\ w'_-(1) & \text{for } p = 1. \end{cases}
\]

If \( w \in \mathcal{W}(J) \), \( J = [\alpha, \beta] \) and \( \alpha > 0 \), then \( w'_+(p) = 0 \) for \( p \in [0, \alpha) \). If \( \beta < 1 \), then \( \nu([0, p]) = c \) remains constant for \( p \in [\beta, 1) \), which implies that the measure \( \nu \) has support on \( J = [\alpha, \beta] \).

We now change the order of integration in the integrals in (52). We obtain

\[
\int_0^\beta \int_\alpha^1 \tilde{L}_X(p) \, d\nu(p) = \int_0^1 \tilde{L}_X(p) \, d\nu(p) = \int_0^1 \int_0^1 \tilde{F}_X^{-1}(p) \, dp \, d\nu(t) = \int_0^1 \int_0^p \nu([0, t]) \, F_X^{-1}(p) \, dp \\
= \int_0^1 \nu([0, p]) \, F_X^{-1}(p) \, dp = \int_0^1 F_X^{-1}(p) \, dw(p).
\]

Lemma 6.1 implies the following characterization of the (relaxed) increasing convex order via distortions.

**Corollary 6.2.** For two integrable random variables \( X \) and \( Y \), the relation \( X \preceq_{ic} Y \) holds on \( J \subset [0, 1] \) if and only if

\[
\int_0^1 F_X^{-1}(p) \, dw(p) \leq \int_0^1 F_Y^{-1}(p) \, dw(p),
\]

for all distortion functions \( w \in \mathcal{W}(J) \).

Let us return to problem (36)-(41). We have a new equivalent problem featuring distortion functions.
Theorem 6.3. Assume conditions (A1), (A2), and (A4). If feasible policy consisting of a point \( \hat{x} \in X_1 \) and a measurable selection \( \hat{y} \in X_2(\hat{x}, \xi_1) \) is optimal for problem (36)–(41), then distortion functions \( \hat{w}_0 \in W(J) \), and \( \hat{w}(\xi_1) \in W(J_{\xi_1}) \) for \( F_1 \)-a.a. \( \xi_1 \) exist, such that the policy is also optimal for the following problem

\[
\min_x f_1(x) + \mathbb{E}[\Psi_1(x, \xi_1)] + \int_0^1 F_{\Psi_1(x, \xi_1)}^{-1}(p) \, d\hat{w}_0(p) \\
- \int_0^1 F_{V_1 + E_1[V_2]}^{-1}(p) \, d\hat{w}_0(p) \quad \text{s.t. } x \in X_1.
\]

(54)

where \( \Psi_1(x, \xi_1) \) is the optimal value of the problem

\[
\min_y f_2(y, \xi_1) + Q_2(y, \xi_2) + \int_0^1 F_{\Psi_2(y, \xi_2)}^{-1}(\xi_1) \, d\hat{w}(\xi_1, p) \\
- \int_0^1 F_{V_1(\xi_1) + V_2[\xi_1]}^{-1}(p) \, d\hat{w}(\xi_1, p) \quad \text{s.t. } y \in X_2(x, \xi_1).
\]

(55)

with \( \Psi_2(y, \xi_2) = f_2(y, \xi_1) + Q_2(y, \xi_2) \). Additionally,

\[
\int_0^1 F_{\Psi_1(\hat{x}, \xi_1)}^{-1}(p) \, d\hat{w}_0(p) = \int_0^1 F_{V_1 + E_1[V_2]}^{-1}(p) \, d\hat{w}_0(p),
\]

(56)

\[
\int_0^1 F_{\Psi_2(y, \xi_2)}^{-1}(p) \, d\hat{w}(\xi_1, p) = \int_0^1 F_{V_1(\xi_1) + V_2[\xi_1]}^{-1}(p) \, d\hat{w}(\xi_1, p) \quad F_1 \text{-a.s.}
\]

Conversely, if a policy \( \hat{x} \in X_1 \) and a measurable selection \( \hat{y} \in X_2(\hat{x}, \xi_1) \) is optimal for problem (54)–(55) for some distortion functions \( \hat{w}_0 \in W(J) \), and \( \hat{w}(\xi_1) \in W(J_{\xi_1}) \) for \( F_1 \)-a.a. \( \xi_1 \), conditions (56), (37), and (40) are satisfied, then that policy is also optimal for problem (36)–(41).

Proof. In the proof of Theorem 5.3, we have obtained that problem (39)–(41) satisfy the following abstract necessary and sufficient optimality conditions.

\[
\hat{\Lambda}(\hat{y}, \hat{\nu}(\xi_1), \xi_1) = \min_{y \in X_2(x, \xi_1)} \Lambda(y, \hat{\nu}(\xi_1), \xi_1)
\]

\[
\int_{J_{\xi_1}} \hat{\Gamma}(\hat{y}, \xi_1)(\eta) \, \hat{\nu}(d\eta, \xi_1) = 0,
\]

where the abstract Lagrangian is given by

\[
\hat{\Lambda}(y, \hat{\nu}, \xi_1) = f_2(y, \xi_1) + Q_2(y, \xi_2) + \int_{J(\xi_1)} \hat{\Gamma}(y, \xi_1)(p) \, \hat{\nu}(dp, \xi_1),
\]
\[ \hat{\nu}(\xi_1) \in \mathcal{M}[J(\xi_1)] \text{ and } \hat{\Gamma}(y, \xi_1)(p) = \bar{L}(f_2(y, \xi_1) + Q_2(y, \xi_2)|\xi_1, p) - \bar{L}(V_1(\xi_1) + V_2|\xi_1, p). \]

We use Lemma 6.1 to associate a distortion function \( \hat{w}(\xi_1, \cdot) \) with the measure \( \hat{\nu} \) and to transform the integral term involving \( \hat{\Gamma} \) as follows:

\[
\int_{J_{\xi_1}} \hat{\Gamma}(\hat{y}, \xi_1)(p) \hat{\nu}(dp, \xi_1) = \int_0^1 F_{\Psi_2(y, \xi_2)}^{-1}(p) d\hat{w}(\xi_1, p) - \int_0^1 F_{V_1(\xi_1) + V_2|\xi_1}^{-1} d\hat{w}(\xi_1, p)
\]

Substituting this expression into (47) and (48) and using the convexity assumptions, we obtain that problem (39)–(41) and problem (55) are equivalent and their optimal values coincide. We proceed with the first-stage problem (36)–(38) in exactly the same way. □

In conclusion, we have established relations between the optimization model with stochastic-order constraints to all popular risk averse decision problems. The characteristic observation is that those models use transformations of the random outcomes, which are incorporated into the objective function. In this way the objective contains an aggregate representation of the distribution. The decision problem with stochastic-order constraints allows for an explicit shaping of the distribution. On the other hand, the disadvantage of this model arises in situations when no natural benchmark distribution is available.
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